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SUMMARY

The DMTI’s air pollution group has developed an operational forecast system for ozone
concentrations over Europe ; this system is called DACFOS [1]. A statistical after-
treatment of the DACFOS results with the Kalman filter provides a better description of
the local variations of ozone concentration.

The ozone concentration depends on the meteorological conditions. Given ozone
concentration measurements, the Kalman filter combines DACFOS’ ozone forecast with
HIRLAM’s meteorological data to adjust the ozone forecast. The variations of
parameters such as temperature, wind speed, surface heat flux and Atmospheric
Boundary Layer- height are compared with DACFOS’ ozone forecast and measured
ozone concentrations during four days. It is then possible to filter DACFOS’ ozone
forecast to predict the following two days ozone concentration. This statistical after-
treatment is performed for stations where real time ozone observations are available.

Several tests of different combinations of meteorological parameters have been carried
out using ozone observations during the Summer 1997 in two stations in North Zealand
and three stations in England. A statistical analysis comparing observations and 48-hour
forecast presents better results than DACFOS forecast for a few Kalman filters using
specific combinations of the meteorological parameters. The correlation coefficients for
observed concentrations and Kalman filters forecasts are between 0.50 and 0.70. The
Kalman filters have generally smaller biases and rms values than DACFOS, and the
common slight underestimation of DACFOS is generally well compensated by the
Kalman filter.

Since May 1998 the Kalman filter is operational for the DMI’s station in Jgersborg
with four different combinations of meteorological data, among which the surface heat
flux, which was not available in the Summer 1997. The same set of Kalman filters runs
in a semi-operational setup for two other stations in Denmark and the three English
stations.

The forecasts obtained by the different Kalman filters are not alike and the best forecast
is not always given by the same filter. The performances of the Kalman filters are very
dependant on the accuracy of the meteorological data. The four different Kalman filters
are then kept in the operational system in order to give the best possible forecast
according to the meteorological conditions.
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1. Introduction

The present note continues the two preceding reports by Christian @dum Jensen (CI)
“Kalman filtrering af DACFOS modellen” (Annexe 1) and “Rapport over arbejde med
Kalmanfiltrering af DACFOS” by Joachim Jacobsen (JoJ) included in Annexe 2. As a
theoretical background one can refer to literature cited in the references list.

After a brief overview of the theory of the Kalman filter, the section 2 resumes the
objectives concerning the development of the Kalman filter of DACFOS for ozone
forecast. The tests and results of the new version of the Kalman filter for the DMI’s station
in Jeegersborg during the Summer 1997 are presented in section 3. In section 4 the statistics
obtained during the same period for the DMU’s station in Lille Valby and three other
stations in England are summarised. The present operational setup for ozone forecast is
exposed in section 5. Finally some conclusions are given in section 6.

1.1 Algorithm of the Kalman filter

Generally speaking the Kalman filter is a statistic tool to predict the behaviour of a signal
given observations ; it is a filter because it reduces observations noise. The discrete linear
Kalman filter algorithm can be represented by a loop as follows:
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Let n denote the dimension of the system and m the dimension of the measurement
(number of “observables™), the vector of state X, € RM and the observation z, € R™M. The
dimensions of the different matrices used in the algorithm are the following : A, (n,n) is the
state transition matrix, P (n,n) is an error covariance matrix, K, (n,m) is called the “Kalman
Gain” and H, (m,n) is the measurement matrix ; at last the process error covariance Q,(n,n)
= var(w,) and the measurement error covariance R,(m,m) = var (v,) describe the system
noise (w,) and the observation noise (v,) respectively. The index k is here a discrete time
and T is the memory (a time constant) of the filter. On the left-hand side of the loop is the
prediction step of the algorithm, where x~ and P~ are the a priori (before observation)
estimations of the system state and of the error covariance respectively. On the right-hand
side is the measurement updating step, where X and P are then the a posteriori (after
observation) estimations of state and error covariance respectively. Between these two
steps, before updating, the Kalman gain K, is calculated and a new measure z (or




observation vector) is introduced. The point is that the observation vector is written as a
linear combination of the matrix H via the vector of state: at an instant k, given n
independent variables in the matrix H and m observations that are dependent variables of
the system, the algorithm seeks for the best coefficients x; (components of the vector of
state) between the independent variables and the observations. The n+m variables form
chronological series that are used by the filter to learn the behaviour of the system. When
the coefficients are calculated, the filter can predict the next observations from the
independent variables and then forecasts the future behaviour of the system.

1.2 Kalman filter for ozone forecast

This work concerns the DMI's project of ozone forecast and is combined with DACFOS
[1]. The Kalman filter is run here to filter DACFOS ozone forecast with parameters such as
temperature and wind variations using ozone observations at DMI’s station in Jegersborg.
The number of these filtering parameters is the number n of independent variables ; we will
see later some examples of filters using different variables. In our case m=1, for the only
measurement is the ozone concentration in Jegersborg ; the state transition matrix A=1
because the state does not change from step to step, thus the coefficients x; are constant.
The algorithm finds these constants by comparing the variations of the different variables
with ozone concentration variations in a learning period before the forecast onset, during
which the coefficients values vary (see Annexe 2). We are in the conditions where Q, = Q
and R, = R are constant, allowing both the estimation error covariance P, and the Kalman
gain K, to stabilise quickly and then remain constant [2]. Thus, we can rewrite the
preceding equations for our specific system as follows:

Prediction : X, =X, Updating : x;, =x; +K, (z; —H;x;)
n
z; =Hx; = [03](n)= _Zlhf (1)x; (1)
1=

During the learning period the algorithm optimises the coefficients values by using the
observations and the extern independent variables in the updating equation ; the difference

(z;y —Hx;) is called the measurement innovation. During the forecast the coefficients are set in

the prediction equation and the ozone concentration is forecast using the linear combination (1).

A Kalman filter is also determined by its intrinsic parameters Q, R and 7. On the one hand
the covariance matrix Q includes the error in the assumption that the coefficients x; are
constant, on the other the covariance matrix R includes the error in the measurement and in
the assumption that the observation is written as a linear combination of the h; ; these
matrices are diagonal and may be defined by their diagonal values Q and R respectively.
The parameter T is called the memory of the Kalman filter because it gives recent
measurements a larger influence on the filter estimates and as measurements get older their
influence decreases [3]. This last parameter is however not as critical as the two former.
After the work done by CJ and JoJ, the matrix H contained up to six variables (see Annexe
1) and the best values for the parameters were found to be : Q=10", R=1000, t=200 (see
Annexe 2). The variables h; are DACFOS ozone concentrations in Jagersborg (5 levels or
mean), HIRLAM’s surface temperature and 10 meter wind in Jegersborg, and eventually a
sinusoidal variation (possibly with a given constant) to simulate the diurnal cycle. The best
filter was found statistically to use DACFOS' mean with temperature and wind. The



Kalman filtered ozone concentration is then a linear combination of DACFOS and
HIRLAM forecasts. The learning period of the Kalman filter is four days, which seems to
be a good compromise between ozone forecast quality and a realistic necessary time before
the filter becomes operative. The forecast range of DACFOS is two days and so is the
forecast range of the Kalman filter.

2. Objectives

a) Improve performances of the Kalman filter, if necessary in adding new extern variables
and look for the best options concerning combinations of parameters and variables.

b) Simplify utilisation and organisation of the Kalman filter system for user disperse.

¢) Make Kalman filter forecast operational for the next “ozone season” starting in spring
1998, eventually in expect of its exploitation on DMI’s web page.

d) Run Kalman filter for other stations involved in the DACFOS set (for example DMU’s
observation stations in Lille Valby and Keldsnor and three other stations in England).

3. Tests for the period Summer 1997

The technical aspects concerning the developments of a new version of the Kalman filter
for DACFOS are described in Annexe 3. In brief, the main features of this new version are
the use of two new options (-s 7 and -s 8) for HIRLAM’s ABL-height and surface heat flux
(sHf) respectively. In this section the results obtained with the new version for the period
including June, July and August 1997 in Jagersborg are presented.

The routine carried out to perform the following tests is described at the end of Annexe 3.

3.1 Results

One of the new Kalman filters uses HIRLAM's ABL-height besides surface temperature
and 10 meter wind. Due to the large variations of the ABL-height, between a few tens
meters and a few kilometers, this Kalman filter does not behave the same way as the
others. It turns out that the parameters values Q=0.0001, R=1000 and t=200 are not
satisfying for the filters running with the option -s 7 (HIRLAM's ABL-height). After a
series of investigations, the best parameters for the filters using the option -s 7 are :
Q=0.00001, R=10000 and t=400.

The table 1, by combining the results of the four daily forecasts, summarises the statistics
obtained in the file sum.dat (cf. Annexe 2 for explanations about this table) for a specific
set of filters using different variables (other filters have been discarded because of
relatively poor results). The filter using ABL-height that gives the best results is obtained
with the combination -s 2 -s 3 -s 4 -s 7, but it has an higher rms value than the filters
without the option -s 7. The best filter, in the sense that it has the lowest rms and the
highest correlation, is still the one using the combination -s 1 -s 2 -s 3 -s 4 (DACFOS'
mean, temperature and wind, denoted in the following by KF -s 1234) ; like the most of the
other filters, it is even better than the persistence. In the table 2, the performances for
forecast origin at 00H (UTC) and at 12H (UTC) are compared, showing that the forecasts
are slightly better on the afternoon.



Summary of Performance of Dacfos and Kalman Filters for Ozone-Concentration Forecasts.
Reading 311 logfile(s) each with 6 filter(s)

Kalman Filter Parameter Values:

Q-value = 0.0001 R-value = 1000 Memory = 200

ul: Use Dacfos mean

u2: Use Dacfos 5 levels

u3: Use Hirlam Temperature

u4: Use Hirlam Wind

u5: Use Sinus

u6: Use Constant

u7: Use ABL (Q-value = 0.00001 R-value = 10000 Memory = 400)

e ek o 3 ok K koK ok e ek ko ok ok ok sk skok skok ek ok

JEAGERSBORG ( forecast origin at 00H, 06H, 12H, 18H)
Statistics for the Observations

Mean St.Dev. <Peak> Peak-stdev.
28.62 13.37 44.64 10.57
Mean Errors and Root Mean Square Errors for Forecasts and Peak Forecasts Best Performers (Best of the day):
Total Average Peak 1. 24h Peak 2. 24h
<err> <lerrl> rms  corr <err> rms <err> rms  <lerrl> Peak_1 Peak_2 highl high2
Dacfos: -3.77 12.18 15.14 0.28 -530 1532 -5.56 15.12 7% 8% 12%  3/31 1/28
Persistence: -0.19 1036 13.46 049 -0.11 937 044 1098 31% 31% 24% 13/31 6/28

Kalman Filter using:
ul u2 u3 u4uS ubu?7

1110000 -1.13 969 1209 050 -631 11.64 -624 13.45 5% 14% 11% 1/31 0/28
1 11000 -1.16 960 1196 051 -6.74 11.87 -652 1348 15% 6% 7% 1731 0/28
0111000 -1.09 1029 1299 051 -3.87 1217 -3.51 14382 7% 10% 10%  3/31 5/28
0110000 -1.15 1041 1313 050 -3.69 1223 -340 1496 2% 3% 1% 3/31 1/28
0111001 -062 1069 1350 058 187 1448 3.03 1729 12% 12% 10% 4/31 9/28
1111001 -002 1174 1565 055 533 2063 7.57 2326 14% 8% 13% 3/31 6/28

Table 1 : Global statistics obtained for the period Summer 1997 in Jegersborg.

JEAGERSBORG (forecast origin at 00H)
Statistics for the Observations

Mean St.Dev. <Peak> Peak-stdev.
28.72 1343 43.96 10.66
Mean Errors and Root Mean Square Errors for Forecasts and Peak Forecasts Best Performers (Best of the day):

Total Average Peak 1.24h  Peak 2. 24h
<err> <lerrl> rms cor <err> rms <ermr> rms <lerrl> Peak_l Peak_2 highl high2
Dacfos: -422 1230 1533 027 -5.17 1618 -654 1569 8% 9% 9% 17 077
Persistence: -0.39 1021 1326 051 -021 9.87 0.03 1132 36% 35% 26% 2/7 077
Kalman Filter using:
ul u2 u3 u4 u5 ubu?

1110000 -164 995 1243 050 -652 1260 -756 14.02 5% 9% 10% 0/7 077
1111000 -167 98 1231 051 -691 1277 -7.70 1404 12% 4% 6% O7 077
0111000 -206 1075 1357 050 -463 1437 -555 15.13 4% 13% 10% 2/7  3/7
0110000 -214 1087 1371 049 -447 1445 -552 1526 3% 3% 1% 17 077
0111001 -140 11.01 1384 056 043 1505 139 17.14 14% 6% 10% 0/7 377
1111001 -066 1191 1570 054 3.60 2050 6.07 2242 12% 12% 13% 17 /7
sk ek Rk Rk ko ko ok ok SRR R R R AR R s R ok SR SRR R R ok R

JEAGERSBORG (forecast origin at 12H)
Statistics for the Observations

Mean St.Dev. <Peak> Peak-stdev.
28.44 13.43 45.48 10.65
Mean Errors and Root Mean Square Errors for Forecasts and Peak Forecasts Best Performers (Best of the day):
Total Average Peak 1.24h  Peak 2. 24h
<err> <lerrl> rms  corr  <err> rms  <err> rms  <lerrl> Peak_1 Peak_2 highl high2
Dacfos: -3.48 1233 1534 027 -4.82 1494 -514 1488 4% 4% 10% O/8 0/7
Persistence: -0.05 1044 1358 049 0.16 878 1.19 1034 31% 26% 25% 4/8 377

Kalman Filter using:
ul u2 u3 u4 us ubu7

1110000 -079 947 11.89 051 -580 1071 -5.38 13.20 6% 17% 8% 1/8  0/7
1 11000 -08 939 1175 053 -629 11.04 -576 13.24 2% 8% 8%  0/8 0/7
0111000 -027 993 1270 053 -231 993 -1.75 14.79 6% 9% 13% 0/8 077
0110000 -032 1005 128 052 -2.08 996 -1.59 14.96 3% 3% 1% 178 0/7
011190901 043 10.48 13.21 061 647 1485 5.66 16.45 9% 16% 8% 28 1T
1111001 097 11.54 1529 059 1146 2228 11.35 2338 12% 8% 13% 0/8 377

Table 2 : The same as table 1, but only for forecast origin at 00h and 12h (UTC).



It is also interesting to look at the quality of the different forecasts as a function of time
after forecast origin. The three following figures show the behaviour of three indicative
statistical values for each Kalman filter present in the table 1 (and given in the same order),
as well as for DACFOS and the persistence. The correlation is showed in figure 1, the bias
in figure 2 and the rms value in figure 3. Like in table 1 they are obtained by compiling the
four daily forecasts and their variations are then modulated by the periodicity of the
forecasts, that is each six hours. Accordingly to the results shown in table 1, the correlation
factors and biases of the filters are obviously better than for DACFOS. In figure 1 the
correlation coefficients of the filters slightly decrease with time after forecast. In figure 2
the filters lie between DACFOS, which underestimates the measurements, and the
persistence, which bias is almost equal to zero. One can see that the filters using option -s 7
(especially the second one) overestimate the ozone concentration of the second forecast
day. The figure 3 shows that the filters, but the last one, have better rms values than the
persistence and DACFOS ; the best filter is again the one using the combination -s 12 3 4.

Summer 1997 in Jeagersborg

Correlation coefficients of 48h—forecasts

1 X T T T T T T
—— DACFOS
| — Persistence
— 1110000
— 1111000
0.8 | 0111000 y
0110000
— 0111001
-1 911001

0 L 1 L 1 : | I |
0 10 20 30 40

Time after forecast origin (hours)

Figure 1 : Comparative evolution of the correlation coefficients for the Kalman filters,
DACFOS and the persistence versus time after forecast origin.



Summer 1997 in Jeagersborg

bias of 48h—forecasts
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Figure 2 : Comparative evolution of the biases for the Kalman filters, DACFOS and the
persistence versus time after forecast origin.

Summer 1997 in Jeagersborg
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Figure 3 : Comparative evolution of the rms values for the Kalman filters, DACFOS and
the persistence versus time after forecast origin.



Scatter plots of the Kalman filter (-s 1234) and DACFOS for each six hours after forecast
origin during the 48-hour forecast period are shown in Annexe 4. From these scatter plots
one can calculate the correlation factors between observed ozone concentration and
Kalman filter and DACFOS ozone concentrations respectively. The evolution of these
correlation factors versus forecast time is displayed in figure 4. The scatter plots and the
corresponding correlation factors compile the four daily forecasts of DACFOS and the
Kalman filter (-s 1234) during the whole period between 03/06/97 and 23/08/97.

EKF

0,9

0,8 -

0,7

0h 6h 12h 18 h 24 h 30 h 36 h 42 h 48 h
Forecast length (hours)

Figure 4 : Correlation coefficients for DACFOS and KF (-s 1234) in Jagersborg for the
period between 03/06/97 and 23/08/97.

However, statistics are not always the best indicators to find the best filters. For instance, a
filter using only HIRLAM's temperature and wind plus a constant, without DACFOS, has
always the lowest rms ; but, looking at the daily forecast plots shows that the variations of
this particular filter have not the same amplitude as the observations. It is then necessary to
inspect some key days with specific conditions ; a few examples will now be given.

Despite its relatively weak statistical performances (comparatively to KF -s 1234), the filter
using ABL-height in the combination -s 2 -s 3 -s 4 -s 7 is often the best to forecast the
highest peaks in the period of summer 97 (this is also shown by the fairly good relative
performances of this filter in tables 1 and 2, in the columns “Best performers”). To
illustrate this, let us take the same example as JoJ (see Annexe 2), that is forecast at
97081400. The forecast statistics obtained at 97081400 for the filter KF -s 2347 are shown
in table 3 (cf. Annexe 1 for explanations about this table).



root mean sqr
est. val.

mean abs error :
mean bias
correlation
significance
Fishers z

forecast statistics :

0.459
13.194

;5510
: 0.826
: 0.000
;1176

47 points -----
DACFOS
19.670
0.249
15.633
-8.824
0.638
0.000
0.756

Table 3 : Example of statistics obtained for 48 h forecast at 97081400 with the KF -s 2347.

The figure 5 and 6 show that during the learning period, DACFOS always underestimates
the actual ozone concentration. It is then relatively easy for the Kalman filter to find the
best coefficient between DACFOS and observations. However the filter on figure 5, which
does not use ABL-height, also underestimates the first day's peak, while the same filter, but
using ABL-height (shown on figure 6) is very close to this peak. The second day the
forecast peak is not so good because DACFOS overestimates it. The figure 7 showing the
variations of observed ozone concentrations and meteorological variables helps to
understand what is going on. It reveals that during the period around the 14/08/97, the
ozone concentration was very correlated with the variations of the ABL-height (this is not

always the case). That explains why the second filter is better than the first one.

Kalman filter of DACFOS using:

Dacfos’ 5 levels, Hirlam’s Temperature and Wind

100

[O3] (ppb)

—— Kalman Filter
—— DACFOQOS
—— QObservations

FIGURE 5 : Plot of observed [03], DACFOS and KF (-s 234) including the learning
period and 48-h forecast for the 14/08/97 in Jegersborg.

time (h) (Origin : 97081400)
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Kalman filter of DACFOS using:

Dacfos’ 5 levels, Hirlam’s Temperature, Wind and ABL
80 T T .

—— Kalman Filter h
—— DACFOS
—— Observations

60 - [\
i

" \Jf ;\lﬁ |

0
-100

[O3] (ppb)
b5

time (h) (Origin : 97081400)

FIGURE 6 : Same as Fig. 5 with KF options combination -s 2347.

Meteorological conditions in Jeagersborg
[O3] versus HIRLAM's data

150 ‘
—— Jgb [O3] observations (ppb)
—— HIRLAM Temperature ( C)
—— HIRLAM wind x10 (m/s)
F —— HIRLAM ABL /10 (m)
100
50 |
0
-100

Time (h) (Origin : 97081400)

FIGURE 7 : Comparative plot of [O3] with meteorological parameters in Jagersborg
during the same time interval as Fig. 5 and 6.
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The situation where the ozone concentration is well correlated with ABL-height variations
is relatively common in summer. A filter using ABL-height is thus better in summer than
in winter. So one may trust a filter using ABL-height only in summer ; other filters are
better outside the summer period. Since DMI's objective is to forecast the highest ozone
concentration peaks especially in summer, a Kalman filter using the ABL-height is kept for
operational forecast.

In Annexe 5, one can see a plot of the time series of observed and modelled ozone
concentration in Jagersborg during the whole period considered, that is between 03/06/97
and 23/08/97. The Kalman filter represented in this plot is the one with the best statistic,
using DACFOS' mean with HIRLAM’s temperature and wind (-s 1234).

Figure 8 shows the daily maximum ozone concentrations in Jeegersborg during the Summer
1997 for observations, DACFOS and the Kalman filter (-s 1234). The observed [O3] in
Jegersborg exceeded the threshold of 60 ppb eight days in the Summer 1997. The correlation
between daily maximum Kalman filter’s [O3] and daily maximum observed [O3] is 0,63
while DACFOS' daily maximum values are slightly anti-correlated with the observations.

Daily maximum [O3] in Jeagersborg
Period between 03/06/97 and 23/08/97

80 T T

A —— Observations

’I —— DACFOS (corr = —-0.08)
Kalman filter (corr = 0.63)

lJune . \

o] 10 20 30 40 50 60 70
Number of days

July ) , Aug us[t

'

o !

FIGURE 8 : Daily maximum [O3] for the Summer 1997 in Jaegersborg ; KF (-s 1234).

As shown on figure 8 (see also the plot over all the period in Annexe 5), one of the highest
peaks in the Summer 1997 happened on June 5% with a measured [03]=65 ppb. The figure
9 shows the forecast of different Kalman filters for June 5t and 6. On figure 9-a the peak
is forecast by the Kalman filter using ABL-height (-s 2347) with a too high value of 95
ppb. On figure 9-b, the "classical" Kalman filter (-s 1234) underestimates the peak and is
only slightly higher than DACFOS ; but, adding the use of the surface heat flux (figure 9-c)
slightly increases the maximum value. At last, the Kalman filter using both ABL-height
and surface heat flux gives a peak (59 ppb) close to the observations (figure 9-d).
Unfortunately the surface heat flux was only available in the beginning of June 1997 (and
since May 1998) and could not be used during the rest of the Summer 1997. However, it
does not mean that the last configuration is always the best ; for instance, the first
configuration (-s 2347) gives the best result for a forecast origin only 12 hours later.



Kalman filter of DACFOS using:

Dacfos' mean, Hirlam’s Temperature, Wind and ABL

T

80 J1
— Kalman‘Filter \
—— DACFQS

—— Observations

f
60 f

[O3] (ppb)
8

20

0 10 20 = 0 50

time after 97060500 (h)
Figure 9-a : Plot of 48-h forecast for KF (-s 2347), DACFOS and observed [O3] in
Jagersborg for the 05/06/97 (the KF reaches a peak at 95 ppb).

Kalman filter of DACFOS using:

Dacfos’ mean, Hirlam’s Temperature and Wind
80 L T i T 4 T T

—— Kalman Filter
—— DACFOS
—— QObservations

(O3] (ppb)

0 L 1 L 1 il 1 L 1 n
0 10 20 30 40 50

time after 97060500 (h)

Figure 9-b : Same as Fig. 9-a with KF (-s 1234).
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Kalman filter of DACFOS using:

Dacfos’ mean, Hirlam’s Temperature, Wind and Heat
80 T ¥ T . T : T v 1

—— Kalman Filter
—— DACFOS
—— Observations

(O3] (ppb)

-20 . 1 " 1 " 1 L 1 .
0 10 20 30 40 50

time after 97060500 (h)

Figure 9-c : Same as Fig. 9-b with KF using surface heat flux.

Kalman filter of DACFOS using:

Dacfos’ 5 levels, Hirlam’s Temperature, Wind, ABL and Heat

80 - T ' T — T
—— Kalman Filter
— JAGEOS
—— Observations
60 / 5
o
s
= 40
(a2}
=)
20 E
0 1 1 1 1
0 10 20 30 40 50

time after 97060500 (h)

Figure 9-d : Same as Fig. 9-a with KF using surface heat flux.

15



3.2 Improving tests

The input file holding ozone concentration measurements for the Kalman filter contains
observation every ten minutes at Jegersborg. It is easy to alter this file to keep a 1-hour
running mean of the observations (see Annexe 1). As already mentioned by JolJ, it has been
checked that smoothing the observations is not pertinent with the parameters values used in
the filters. It gives only better statistics on the second digit after the comma. Therefore, it
has been decided to keep putting 10-mn observations in the Kalman filter.

Besides, a 3-hour running mean on DACFOS ozone concentration has been investigated in
order to prevent the Kalman filter from some artefacts in DACFOS' peaks. The statistics
are only slightly better (less than 1%) and some forecast days are even worse. A test has
also been tried using Jagersborg synoptic temperature and wind measurements instead of
HIRLAM's. Of course this method cannot be used for operational forecast, but can only be
applied when these observations are available after forecast origin. However, the statistics
thus obtained are worse, probably because of the too frequent irregularities in actual
temperature and wind.

3.3 Experimental version

There is now a late version including all the meteorological data contained in HIRLAM's
trajectory file ; that is temperature, wind, ABL-height, relative humidity, precipitation
intensity, total cloud cover, surface heat flux, surface moment flux and surface pressure. All
the necessary modifications mentioned in Annexe 3 have been managed in the same way.
Thus, the Kalman filter may use up to 13 extern variables and the number of valid
combinations is very large ; only a few of them have been tested. However, it does not seem
that using additional options yields better statistics than the previous filters ; the best one is a
filter using DACFOS' 5 levels plus HIRLAM's temperature, surface moment flux and
precipitation intensity, which yields statistics almost as good as the KF -s 1234. Moreover,
these new variables are less relevant according to their influence on the ozone concentration ;
it can hence be concluded that it is not advantageous to use further external variables.

4. Other stations

The measurements of ozone concentration during the Summer 1997 are also available for
the DMU's ozone observation station in Lille Valby and three English stations in Harwell,
Keldsnor and Strath Vaich. These four stations, like Jzgersborg, are also DACFOS
trajectory arrival points. We can then apply the previous procedure to Kalman-filter the
DACFOS ozone forecast in these stations.

The program of the Kalman filter is of course able to use hourly observations instead of 10
min observations like in Jegersborg. This implies however to modify the characteristic
parameters Q, R and T of the Kalman filter. In these conditions the best parameters (in the
sense that they give the best statistics) are found to be : Q=0.001, R=100 and 1=200 and
Q=0.0001, R=10000 and t=400 for the filters using the option -s 7. The same tests as for
Jegersborg have been performed for the four stations. The statistical performances
concerning the different filters agree with those obtained in Jagersborg and lead to the
same conclusions. The results obtained for each of these stations are only briefly resumed
hereafter by the statistics obtained in the respective files “sum.dat” concerning the period
of the Summer1997 and for a forecast origin at 00 H (UTC).
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4.1 Lille valby

Summary of Performance of Dacfos and Kalman Filters for Ozone-Concentration Forecasts.
Reading 77 logfile(s) each with 6 filter(s)

Kalman Filter Parameter Values:

Q-value = 0.001 R-value = 100 Memory = 200

ul: Use Dacfos mean

u2: Use Dacfos 5 levels

u3: Use Hirlam Temperature

u4: Use Hirlam Wind

u5: Use Sinus

u6: Use Constant

u7: Use ABL (Q-value = 0.0001 R-value = 10000 Memory = 400)

LILLE VALBY (forecast origin at 00H)
Statistics for the Observations

Mean St.Dev. <Peak> Peak-stdev.
29.88 14.78 4649  12.82
Mean Errors and Root Mean Square Errors for Forecasts and Peak Forecasts Best Performers (Best of the day):
Total Average Peak 1.24h  Peak 2. 24h
<err> <lerrl> rms  corr <err> rms  <err>  TIms <lerrl> Peak_1 Peak_2 highl high2
Dacfos: -5.95 1230 16.04 0.64 -825 1841 -884 1827 13% 7% 9% 0/6  0/5
Persistence: -1.36 879 1193 082 -2.09 9.63 -231 1331 41% 28% 16% 2/6 215

Kalman Filter using:
ul u2 u3 u4 us ubu7

1110000 -125 986 1252 0.70 -597 1438 -9.07 1538 5% 5% 11% 0/6 05
1111000 -126 973 1234 0.71 -630 1431 -9.05 1527 5% 3% 1% 06 05
0111000 -156 1019 1323 067 -272 1524 -659 1508 8% 7% 9% 176 1/5
0111001 -137 1031 1355 0.59 161 1653 -0.06 17.00 16% 16% 8% 3/6 215
4.2 Harwell

HARWELL (forecast origin at00H)
Statistics for the Observations

Mean St.Dev. <Peak> Peak-stdev.
30.17 15.19 48.24 17.12
Mean Errors and Root Mean Square Errors for Forecasts and Peak Forecasts Best Performers (Best of the day):
Total Average Peak 1. 24h  Peak 2. 24h
<err> <lerrl> rms  corr <err> rms <err> rms <lerrl> Peak_1 Peak_2 highl high2
Dacfos: -7.66 1344 17.65 042 -406 20.00 -505 2199 12% 19% 14% 2/16 4/14
Persistence: 0.37 11.67 1605 0.49 044 1478 221 18.18 34% 206% 30% 5/16 5/14

Kalman Filter using:

ul u2 u3 ud u5 ubu7

1110000 -151 995 1350 0.58 -7.82 1649 -7.76 19.51 9% 16% 12% 2/16  0/14
-1.31  9.89 13.39 0.58 -796 1632 -7.81 1939 16% 8% 9% 1/16 0/14
-2.07 10.62 14.56 0.56 -535 1822 -6.27 2003 22% 12% 9% 3/16 0/14
-3.64 11.79 1550 0.58 -1.07 17.50 -236 1826 6% 13% 18% 3/16 5/14
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4.3 Ladybower

LADYBOWER (forecast at 00H)

Statistics for the Observations

Mean St.Dev. <Peak> Peak-stdev.

29.56 13.54 43.34 15.50
Mean Errors and Root Mean Square Errors for Forecasts and Peak Forecasts Best Performers (Best of the day):

Total Average Peak 1. 24h Peak 2. 24h

<err> <lerrl> rms corr <err> rms <err> rms  <lerrl> Peak_l Peak_2 highl high2
Dacfos: -10.74 1392 18.14 0.40 -490 1950 -7.16 17.89 8% 9% 16% /11 319
Persistence: 0.09 11.61 1558 039 079 16.11 0.84 18.12 31% 21% 21% 2/11 19

Kalman Filter using:

ul u2 u3 u4 ud ub u?

1110000 -528 977 1304 0.60 -483 1248 -524 1610 18% 17% 16% 0O/11 1/9
1 -571 9.81 13.05 0.60 -6.06 1277 -6.40 1597 18% 13% 9% 2/11 1/9
1 -5.68 11.02 15.04 0.56 -2.12 14.58 -2.23 2237 5% 17% 14%  3/11 3/9
1

111
011
0 11 -5.36 1146 1525 0.53 072 1545 -1.64 1441 17% 14% 12%  3/11 009
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4.4 Strath Vaich

STRATH VAICH (forecast origin at 00H)
Statistics for the Observations

Mean St.Dev. <Peak> Peak-stdev.
29.73 10.23 37.49 1112
Mean Errors and Root Mean Square Errors for Forecasts and Peak Forecasts Best Performers (Best of the day):
Total Average Peak 1.24h  Peak 2. 24h
<err> <lerrl> rms  comr <emr> rms <err> rms <lerrl> Peak_l Peak_2 highl high2
Dacfos: -7.15 11.16 1398 0.21 -3.72 11.68 -475 1137 5% 19% 26% 1/3 172
Persistence: -0.44 792 1078 050 -021 865 -003 11.75 35% 21% 14% 0/3 072

Kalman Filter using:
ul u2 u3 u4usS ubu?7
1110000 -297 827 1076 050 -1.50 1027 -256 1254 10% 10% 12% 0/3 0/2
1111000 -281 803 1044 051 -203 9.82 -282 1237 16% 8% 6% 03 0/2
0111000 -402 863 1131 050 -2.64 1071 -3.84 1332 13% 14% 8% 073 0/2
0111001 -327 967 1247 041 023 1147 -051 1391 6% 9% 13% 213 112

5. Operational setup

Four different Kalman filters have ultimately been retained for operational forecast.
They correspond to the combinations -s 1 s 2 -s 3 (DACFOS' mean plus HIRLAM's
temperature), s 1 s 2 s 3 s 4 (the preceding plus HIRLAM's wind), -s 1 s 2-s 3 -s 4 -s 8
(the preceding plus surface heat flux) and -s 2 -s 3 -s 4 -s 7 (DACFOS' 5 levels plus
HIRLAM's temperature, wind and ABL-height). The two first Kalman filters have given
the best statistical performances in the Summer 1997. The two other, by taking account of
other meteorological data, complete the two former and make wider the field of
possibilities to forecast the ozone concentration in different meteorological conditions.

This setup is entirely operational for Jagersborg, which observations are automatically
acquired every ten minutes, and runs four times a day at each six hours. Hourly observed
ozone concentrations are published daily on the DMU's web-page for their stations in Lille
Valby and Keldsnor (they are also published hourly since 1st May 1998). We have now
observations and input data to run the Kalman filter for these stations since 01/01/98. The
observations data for the three stations in England are also available hourly since 01/06/98.
The Kalman filter for these five stations is ready to run operational but we need
authorisations from the concerned organisations to use their data in a complete operational
system.

As an example, the figure 10 shows 48-hour forecast results and observations for the
14/06/98 00H (UTC) at the DMU’s station in Keldsnor. The four distinct Kalman filters do
not give very different results and are all together in good accord with DACFOS result,
which itself gives a relatively good forecast. This absence of divergence may be explained
by the fact that the ozone concentration was not very high, although it was middle of June.
Note that the observed ozone concentration almost did not vary during these two days.
However, the models predict a usual decrease in the night, and therefore the forecast ozone
concentrations are too low for both DACFOS and Kalman filter during the night.
Nevertheless, we are rather interested by the diurnal ozone concentration, that is when it is
more likely to reach high values. The maximum values are obtained late at the end of the
afternoon (49 ppb and 48 ppb, at +18h and +40h respectively) and are actually well
forecast by the Kalman filter using DACFOS’ mean, HIRLAM’s temperature, wind and
surface heat flux.
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Kalman filter in Keldsnor using: Kalman filter in Keldsnor using:
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Figure 10 : Results of the four operational Kalman filters in Kelsdnor for a forecast origin
on the 14/06/98 at 00H (UTC)

6. Conclusion

The Kalman filter of DACFOS for ozone forecast has been improved in order to use further
meteorological variables, and it has been tested over the whole Summer 1997 for six ozone
observation stations in Denmark and in England. It is found for all these six stations that
the same combinations of DACFOS forecast with meteorological variables give better
results than others. Generally, the Kalman filter results improve DACFOS results with
correlation coefficients two times better than DACFOS’. Four Kalman filters have
ultimately been retained to be used in the operational setup, which runs since May 1998 for
the DMTI'’s station in Ja&gersborg and in a semi-operational mode for the others. The quality
of the forecast depends on the quality of the meteorological data, and the best forecast will
often be given by one of these four Kalman filters according to the specific meteorological
conditions.
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