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Abstract 
 
In this report it is shown how the Full Spectrum Inversion (FSI) technique can be 
applied in connection with LEO-LEO absorption measurements. In order to derive 
atmospheric water vapour profiles from LEO-LEO radio occultations, it is essential to 
correctly retrieve the complex refractivity index from measured signal attenuations 
and Doppler shifts. Complex refractivity profiles are readily computed from profiles 
of bending angles and signal attenuations, measured as functions of ray impact 
parameters, through Abelian transforms. 
When the FSI technique is applied to a radio occultation signal both bending angle 
and signal attenuation are automatically assigned to the corresponding impact 
parameter. This property makes the FSI technique very suitable for inversion of LEO-
LEO cross-link measurements.  
However, as the observed time series are always finite the computed Fourier 
Spectrum, which is an integral part of the FSI technique, will suffer from artificial 
oscillations caused by Gibb’s phenomenon if this Fourier integral is evaluated 
following standard formulas. For typical atmospheric conditions these oscillations are 
in the same order of magnitude as the amplitude variations induced by the Earth’s 
atmosphere. Consequently, the FSI based absorption measurements will be very noisy 
if these artificial oscillations are not removed. In this report it is demonstrated how 
Gibb’s phenomenon can be significantly reduced if window functions of varying 
durations are applied to the FSI Fourier integral. It is also shown that the windowed 
FSI (WFSI) is less sensitive to noise than the standard FSI. We will derive the 
window approach for the FSI technique, which is anticipated to work also for other 
methods based on a Fourier operator e.g. the canonical transform (CT). 
Application of the WFSI is demonstrated by applying this technique to a 10 GHz 
signal in a LEO-LEO cross link. The signal is generated by solving Helmholtz 
equation for a complex refractivity index field. Excellent agreement is found between 
computed bending angle and attenuation profiles and the original true input profiles 
for single path propagation. In multipath regions only the bending is retrieved 
correctly whereas the retrieved attenuation is strongly biased as compared to the true 
profiles in the part of the multipath region where the fastest phase variations occur. 
The simulations also reveal that the WFSI technique is less sensitive to white noise 
and ringing than the FSI technique.  
Though the WFSI technique has been derived in order to accurately determine the 
amplitude of the transformed field in a LEO-LEO link it may also be useful for 
traditional processing of GNSS-LEO radio occultation signals as it less sensitive to 
additive noise, Gibb’s phenomenon, and tracking errors compared to the standard FSI. 
However, the WFSI requires somewhat more CPU power than the standard FSI. 
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1 Introduction 
Temperature, pressure, and humidity profiles of the Earth’s atmosphere can be 
derived through the radio occultation technique. This technique is based on the 
Doppler shift imposed, by the atmosphere, on a signal emitted from a GPS satellite 
and received by a Low Earth Orbiting (LEO) satellite, see e.g.  [Rocken et al., 1997 
Kursinski et al. 1997 and Kursinski et al., 2000]. The method is very accurate with a 
temperature accuracy of one degree Kelvin, when both frequencies in the GPS system 
are used.   
However, when using GPS frequencies, retrieval of atmospheric water vapour 
requires a priori information of the atmospheric state to separate the contribution from 
water vapour and temperature. In order to avoid use of external data more 
sophisticated satellite systems have been proposed where the atmosphere is sounded 
through additional LEO-LEO cross-links [Kursinski et al., 2002; Eriksson et al., 
2003]. The carrier frequencies used in these LEO-LEO links must be located around a 
water vapour absorption line to enable detection of both phase and amplitude 
modulations caused by the atmosphere. For instance, the ESA ACE+ Earth Explorer 
Opportunity mission proposes to use additional LEO-LEO links with three 
frequencies around the 23 GHz water vapour line; namely 10, 17, and 23 GHz [Høeg 
and Kirchengast, 2002]. The principle of combined LEO-LEO and GPS-LEO cross-
links is illustrated in Figure 1. 
 

 
 
 
Figure 1-1: Principle of combined LEO-LEO and GPS-LEO cross-links. Radio waves 
emitted by either a LEO or a GPS satellite are received by a LEO satellite setting 
behind the Earth’s limb providing a vertical scan of the atmosphere. The LEO-LEO-
links are sensitive to both ray bending and atmospheric absorption allowing 
independent observations of water vapor. 
 
In order to derive independent profiles of atmospheric water vapour from radio 
occultations at frequencies around a water vapour absorption line, it is essential, for 
each frequency, to correctly retrieve the complex refraction index [Leroy, 2001a and 
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Lohmann et al. 2003]. Under the assumption of spherical symmetry, a complex 
refractivity profile is readily computed, through Abelian transforms, from a profile of 
bending angle and a profile of optical depth measured as functions of ray impact 
parameter [Leroy, 2001a and Nielsen et al. 2003].  
Alternatively, geophysical parameters can also be derived from observations of the 
variations in the absorption coefficient with frequency by using pairs of frequencies 
(calibrations frequencies/tones) [Kursinski et al. 2002 and Nielsen et al. 2003].  In this 
approach geophysical parameters are derived from a profile of real refractivity plus 
measured variations in imaginary refractivity as function of frequency. These 
variations are computed by an Abel transform, assuming spherical symmetry, of a 
profile representing the differences between two absorption profiles computed at two 
different frequencies. In this report we focus on retrieval of imaginary refractivity 
profiles, i.e., we do not consider calibration tones, though it should be noted that the 
techniques described here are equally applicable for observations with calibration 
frequencies.  
For a given frequency a profile of transmission as a function of ray impact parameter 
can be derived using either geometrical optics or radio holographic methods.  [Leroy, 
2001] describes how transmission profiles can be computed using geometrical optics 
whereas [Gorbunov, 2002a] suggests the use of the canonical amplitude in order to 
establish the transmission profile. The major advantage of radio holographic methods 
as compared to geometrical optics is that the former methods can disentangle 
multipath [Nielsen et al. 2003]. So far, six high resolution methods have been 
proposed for processing of radio occultation signals in multipath regions: (1) back-
propagation [Gorbunov et al., 1996; Hinson et al., 1997, 1998; Gorbunov and 
Gurvich, 1998], (2) radio-optics, [Lindal et. al., 1987; Pavelyev, 1998; Hocke et al., 
1999; Sokolovskiy, 2001; Gorbunov, 2001], (3) Fresnel diffraction Theory [Marouf  et 
al., 1986; Mortensen and Høeg, 1998; Meincke, 1999], (4) canonical transform 
[Gorbunov, 2002a, Gorbunov 2002b], (5) full spectrum inversion (FSI) [Jensen et al., 
2003a; Gorbunov et al., 2003],  and (6) phase matching [Jensen et al., 2003b].  
In terms of resolution and ability to handle multipath, the most efficient radio 
holographic methods are currently the Fourier operator based methods; canonical 
transform, FSI, and phase matching. However, when Fourier operator based methods 
are used to compute transmission profiles the resulting profiles will suffer from 
artificial oscillations caused by Gibb’s phenomenon [Proakis and Manolakis, 1996] 
due to the finite duration of the measured signal. A similar problem is encountered 
when the back-propagation method is used as discussed by [Leroy, 2001b].  
Below, we will demonstrate how window functions with varying length can be used 
to significantly reduce oscillations caused by Gibb’s phenomenon when the FSI 
technique is applied to RO signals. Furthermore, it is also shown that for RO signals 
the windowed Fourier transform is less sensitive to noise than the global Fourier 
transform. Though this report focus on the application of the FSI technique it should 
be noted that the window approach described here can be applied also to other radio 
holographic methods.   
The first attempt to use window functions with Fourier Operator based methods was 
proposed by [Beyerle et al., 2003] who introduced a heuristic method combining the 
canonical transform and the radio optic techniques. The aim of this method is to 
reduce negative refractivity bias introduced by tracking error using a square window 
with constant length. The method which will be presented in this report is different; it 
is based on smooth window functions of varying length applied in order to reduce 
ringing in the transformed field. However, the findings by [Beyerle et al., 2003] that 
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window functions can reduced the impact of tracking errors are also expected to be 
applicable to the technique presented in this study.  
The report is organized in the following structure: Section 2 describes the principles 
of deriving complex refractivity. In Section 3 we briefly review the FSI method and 
discuss advantages and disadvantages of this technique in relation to absorption 
measurements. Section 4 presents an analysis of the of Gibb’s phenomenon in RO 
signals. In Section 5 the windowed FSI technique is described. Section 6 presents an 
analysis of the impact of white noise. Results from numerical simulations are 
presented in Section 7 where we apply the WFSI to simulated signals with both 
absorption and multipath.  
 

2 Retrieval of Complex Refractivity 
Radio waves transverse the Earth’s atmosphere from a LEO or GPS satellite to a 
receiving LEO satellite are subject to diffraction, refraction, and absorption. For 
frequencies in the L- and X/K-band the importance of these phenomena depend upon 
the complex refraction index field being a function of the temperature distribution, 
pressure, water vapour, liquid water, frequency and the electromagnetic field [Liebe, 
1989]. When diffraction effects are small relative to the effects of absorption the 
measured signal can be interpreted using geometrical optics (GO).  This is generally 
the case for Earth atmospheric RO observations at GPS or higher frequencies, 
excluding regions with strong focusing where diffraction effect may become 
significant as demonstrated by [Kursinski et al., 1997; Kursinski et al., 2002]. 
When the GO approximation (small wavelength) is valid the ray trejectory through 
the atmosphere are determined by the real part of the complex refraction index field, 
n’, whereas the imaginary part of the refraction index, n’’ determines the absorption 
along these ray paths. Using GO approximation, the incremental variation in the 
position vector, r, along a ray trajectory, s, and the incremental amplitude attenuation, 
dA/ds may be expressed as [Born and Wolf, 1999]: 
  
 ( )rr n

ds
dn

ds
d ′∇=⎟

⎠
⎞

⎜
⎝
⎛ ′  (2-1) 

 
and 
 
 ( )Adsnk

ds
dA r′′−= 2  (2-2) 

 
The total bending, α, and the total absorption for a given ray may be computed by 
integrating the incremental bending and the incremental absorption along the ray path 
determined by (2-1).  In a spherically symmetric atmosphere the total ray bending, α,  
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Figure 2-1: Geometry of radio occultation. The radio waves propagate from a 
transmitter, TX, to a receiver, RX, through the Earth’s atmosphere.  
 
and absorption can readily be computed using the following Abelian transforms 
[Leroy, 2001a and Kursinski et al., 2002], see also definition sketch in Figure 2-1.     
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where r is distance from the ray trajectory to the centre of curvature, rt is the smallest 
value of r, and ARX and ATX are the ray amplitude at the receiver and transmitter, 
respectively. The Abelian inverse of (2-3) and (2-4) are [Leroy, 2001a, Kursinski et 
al., 2002, Nielsen et al., 2003]: 
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where rt  is the distance from the local center of curvature to the tangent point.  
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From Eqs. (2-5) and (2-6) it follows that both the bending angle profile and the real 
refractivity profile must be evaluated before the imaginary refraction index profile can 
be computed. The physics behind this is that the bending angle and the real refraction 
index are related to the ray paths whereas the imaginary refraction index is related to 
the absorption along these ray paths - and, obviously, the ray path must be known in 
order to invert the ray amplitude profile.  
It is also worth to notice that the measured ray amplitude, ARX, may be scaled with any 
arbitrary constant without affecting the results of the integral in Eq. (2-6). The reason 
for this is that the signal absorption is related to the relative variations in the signal 
intensity and not the absolute variations. Consequently, there will be no need for 
calibration of the measured amplitudes as the observations will not be affected by 
long-term drifts in the instrument, which makes the technique very suitable for 
climate monitoring.  
From the discussion above it follows that for a spherically symmetric atmosphere the 
complex refraction index profile can be derived from a profile of bending angles and a 
profile of ray amplitudes. However, the amplitude of a measured RO signals will not 
only be subject to modulations caused by absorption but will also suffer from 
amplitude modulations caused defocusing/focusing and spreading due to 
divergence/convergence of the rays [Kursinski et al.,  1997; Kursinski et al.,  2002; 
Sokolovskiy, 2000; Leroy, 2001a, Jensen et al., 2003a]. Consequently, the measured 
amplitudes must be corrected for amplitude modulations caused by spreading and 
defocusing/focusing before the ray amplitude profile can be computed. For a given 
frequency, computation of the complex refraction index profile, therefore, follows 
five different processing steps: 
 

1. Computation of the ray trajectories, which is equivalent to computing 
bending angle profile as a function of ray impact parameter. 

2. Correction for unwanted amplitude modulations (i.e., defocusing/focusing 
and divergence/convergence of the rays). 

3. Computation of the absorption along each ray trajectory, which is 
equivalent to computing the ray amplitude as a function of impact 
parameter. 

4. Inversion of the bending angle profile into a real refractivity profile. 
5. Inversion of the ray amplitude profile into imaginary refractivity profile. 

 
The specific implementation of the different steps depends on the retrieval technique 
used to compute the bending angle and the ray amplitude profiles. The reader should 
consult [Nielsen et al. 2003] for an overview of how the most common retrieval 
techniques can be used to retrieve complex refraction index profiles.  
In the following it will be described how the FSI technique can be used to compute 
complex refraction index profiles from a LEO-LEO link. As will be clear from the 
next sections, the FSI technique has a number of advantages, which makes this 
technique very suitable for LEO-LEO measurements: 1) it works in multipath zones, 
2) defocusing is automatically accounted for, 3) it has high vertical resolution, 4) it 
does not require a coordinate transformation to fix the transmitting satellite.   
For LEO-LEO observations it is a particular advantage that the FSI technique does not 
require a coordinate transformation to fix the transmitter, which for instance is the 
case for the canonical transform and the back-propagation techniques [Gorbunov, 
1996; Kursinski et al., 2000; Gorbunov, 2002a]. This is not a particular problem in 
traditional GPS-LEO occultations as the movement of the GPS satellite during an 
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occultation is relatively small allowing for an approximate coordinate transformation 
to a coordinate system where the GPS satellite is fixed [Gorbunov, 1996; Kursinski et 
al., 2000]. However, in LEO-LEO occultations the movement of the transmitting 
satellite is somewhat larger and it may therefore be necessary to use more advanced, 
and thus more CPU demanding, algorithms in order to achieve the desired accuracy in 
the required coordinate transformation. 
 

3 Application of FSI in a LEO-LEO Link 
When the FSI technique is applied to radio occultation signals both bending angles 
and signal attenuations are automatically assigned to the corresponding impact 
parameters - also in multipath regions. This property makes the FSI technique very 
suitable for inversion of LEO-LEO cross-link measurements - also when calibration 
frequencies are used. The full spectrum inversion method is similar to the canonical 
transform in the sense that it uses the complex signal received during the whole 
occultation (synthetic aperture) and thus allows for sub-Fresnel resolution [Gorbunov 
et al., 2003]. Both methods apply some Fourier integral operator (simply Fourier 
transform for FSI) and use the derivative of the phase after this transformation. 
Whereas the output from CT is bending angle and impact parameter, time and 
instantaneous frequency is the output from FSI – also in case of multipath, where 
there will be more frequencies to a given time. The Fourier amplitudes describe the 
distribution of energy with respect to impact parameter in the absence of signal 
spreading and absorption, and resemble the CT amplitudes.  
When using full spectrum inversion to invert radio occultation data, a distinction 
between ideal occultations and realistic occultations must be made. Here ideal 
occultations are defined as occultations with a spherical Earth and perfect circular 
orbits lying in the same plane, whereas realistic occultations are defined as 
occultations with an oblate Earth and approximately circular orbits lying in two 
different planes. In the former case, a global Fourier transform can be applied directly 
to the measured signal; and pairs of ray arrival time, t0, and ray Doppler angular 
frequency, ω0, are related through [Jensen et al., 2003]: 
 
 

⎟
⎠
⎞

⎜
⎝
⎛−= 0

0
00 ,))(arg(),( ω

ω
ωω

d
Fdt , (3-1) 

 
where F(ω) represents the Fourier transform of the measured signal. Subsequently, 
the corresponding bending angle profile is readily computed from the geometry of the 
occultations by simultaneously solving the following set of equations (for details see 
e.g. [Jensen et al. 2003]): 
 

 
.)(

dt
dkat θω =  (3-2) 

      
 
 

α = θ + φTX + φRX -π, (3-3) 
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a = rRXsin(φRX) = rTXsin(φTX), (3-4) 

 
 in which:   

α            is bending angle.  
ω  is the time derivative of the signal phase in radians. 

          t  is time. 
          k   is the wave number. 
          rTX  is the distance from centre of curvature to the transmitter satellite.  
          rRX  is the distance from centre of curvature to the receiver satellite. 
          a   is the ray impact parameter. 
         θ   denotes the angle between the two radius vectors. 

φTX  is the angles between the ray path and the satellite radius vector at the    
       transmitter satellite. 
φRX  is the angles between the ray path and the satellite radius vector at the  
        receiver satellite. 
 

Equation (3-2) describes the Doppler shifts in the transmitter frequency measured at 
the receiver produced by the projection of the spacecraft velocity onto the ray path, 
whereas equations Eqs. (3-3) and (3-4) are geometrical relations (see Figure 2-1). 
The amplitude of the Fourier transformed field is given by: 
 
 
 

 
( ) SAF RX=ω , 

 
(3-5) 

 
in which S represents amplitude modulations caused by spreading of the signal and 
may be expressed as [Jensen at al., 2003a; Nielsen et al., 2003]:      
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(3-6) 

 
In Eq. (3-6) the first square bracket accounts for amplitude modulations caused by 
spreading within the occultation plane whereas the last term accounts for spreading in 
the transverse direction. From Eq. (3-5) the ray amplitude vs. impact parameter profile 
is readily computed using the ephemeris data and the direct relation between ray 
Doppler frequency and impact parameter.  
In realistic occultations unwanted frequency variations are introduced in the RO 
signal due to variations in satellite radii and higher order variations in the opening 
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angle, θ. These frequency variations must be removed prior to the application of a 
Fourier transform [Jensen et al., 2003a]. This can be done by a re-sampling of the 
occultation signal and ephemeris data with respect to θ,  and by removing frequency 
variations caused by radial variations in the radius vectors as described by [Jensen et 
al., 2003a]. For realistic orbits it may also be necessary to account for variations in the 
satellite radii when correcting for signal spreading, as described by [Gorbunov, 2003]. 
The purpose of this study is to demonstrate how errors caused by Gibb’s phenomenon 
and noise can be reduced when the FSI technique is applied. We have therefore 
restricted this study to ideal orbits where the FSI technique can be implemented 
directly as a Fourier transform though it should be stressed that our results are valid 
also for realistic orbits and, with minor modifications, for other Fourier Operator 
based techniques as well.  
 

4 Analysis of Gibb’s Phenomenon  
The Fourier transform, like other Fourier operators, of a RO signal will suffer from 
Gibb’s phenomenon [Proakis and Manolakis, 1996], also known as ringing. Gibb’s 
phenomenon occurs because RO signals always have finite duration and cause 
artificial oscillations in phase and amplitude. Consequently, Eqs. (3-1) and (3-4) are 
only approximate for real RO signals. The artificial oscillations in the Fourier phase 
are generally small compared to phase variations induced by the atmosphere and the 
resulting relative errors in the derived bending angle profile are very small (see e.g.  
[Jensen et al., 2003a]). This explains why Fourier operator based methods are so 
efficient in retrieving bending angle profiles in spite of the inherent problem of Gibb’s 
phenomenon. Unfortunately, the same is not true when it comes to the amplitude of 
the transformed field. In this case the artificial oscillations caused by ringing are in the 
same order of magnitude as the amplitude variations caused by atmospheric 
absorption. This is illustrated in Figure 4-1 below showing an example of the FFT of a 
simulated 10 GHz RO signal for a model atmosphere with exponential decaying real 
and imaginary refractivities. Details regarding our simulations will be given Section 7.  
 
 
 
 
 
 
 
 



  
 
  

13 
 

 

0 1 2 3 4 5 6 7 8

x 10
4

−10

−5

0

5

Bin number

P
ow

er
 [d

B
]

FFT of 10 GHZ RO signal

 
 
Figure 4-1: Example of FFT of a simulated 10 GHz RO signal with absorption. This 
power spectrum has both a smooth variation due to atmospheric absorption and rapid 
oscillations caused by ringing. 
 
Artificial noise caused by Gibb’s phenomenon is amplified in the retrieval chain as 
the ray amplitude enters the Abel integral Eq. (2-6), as a derivative. If not properly 
dealt with these oscillations may therefore result in a very noisy profile of imaginary 
refractivity. In the following paragraph we will show how ringing can be significantly 
reduced by applying window functions to the Fourier transform.   
The FSI technique is derived from the method of stationary phase and relies on the 
assumption that the ray phase variations can be locally approximated by a second 
order polynomial. Before describing how window functions can be applied to real RO 
signals, it is therefore instructive to first consider a simplified model of a RO signal 
described by constant amplitude and pure quadratic phase variation, in order to get a 
better understanding of how the final durations of a measured RO signal affects the 
corresponding Fourier transform.  
Now, consider the very simple case of a constant amplitude chirp signal: 
 
  

s(t)=Aexp(iπβt2). 
 

(4-1) 

 
The Fourier transform of this signal yields [Goodman, 1996]: 
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in which: 
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(4-3) 

 
This expression may be rewritten in terms of the Fresnel cosine, C(x), and the sine, 
S(x), integrals: 
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and the Fourier transform given by Eq. (3-5) may therefore be written as:                
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(4-5) 

 
where the terms in the square brackets describe two so-called Cornu spirals known 
from diffraction theory, see e.g. [Born and Wolf, 1996]. The terms in front of the 
square bracket in Eq. (4-5) are independent of the length of the time series revealing 
that for a chirp signal the artificial oscillations in the Fourier transform are governed 
by Fresnel integrals. Hence, convergence of the Fourier transform is related to the 
convergence of the Fresnel integrals expressed as a chirp integral: 
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(4-6) 

 
This integral is characterised by having an oscillatory nature and a slow convergence 
with increased x. This is illustrated in Figure 4-2 showing the magnitude of CS(x) and 
in Figure 4-3 depicting the Cornu spiral plotted as the imaginary part of CS(x) as 
function of its real part for same range of  x values shown in Figure 4-2.   
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Figure 4-2: Solid line: amplitude of chirp integral, CS(x), as a function of x. Dashed 
line: limiting value of chirp integral, |CS(∞)|. 
 

 
Figure 4-3: Solid curve: Cornu spiral – plotted as real part of chirp integral vs. 
imaginary part of chirp integral for x∈[0;10] . Cross: limiting value for x→∞. 
 
From Figure 4.2 it can be seen that major contribution to the limiting value, |CS(∞)|, 
comes from the interval  0 ≤ x . 1.5 whereas the remaining part of the integration is 
merely used to damp the oscillations. It therefore seems intuitively clear that the 
convergence of the chirp integral can be sped up by applying an appropriate window 
function centered on x= 0, i.e.   
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In order to effectively damp the oscillations the window function, w(x), should exhibit 
a smooth transition from a maximum value at v= 0 to zero at v=x. For this study the 
three term Blackman-Harris window has been found to work well. This specific 
window function was chosen as it has very low side lobes, which damps ringing, and 
yields a low reduction in the signal to noise ratio (SNR), [Harris, 1978]. The three 
term Blackman-Harris window is defined by: 
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(4-8) 

 
in which ∆v is the window length and a0 = 0.44959, a1 = 0.49364,  a2 = 0.05677.  
When this window is applied to the chirp integral convergence is sped up significantly 
for both phase and amplitude as compared to the original chirp integral. This is 
illustrated in Figure 4-4 and Figure 4-5 which are identical to Figure 4-2 and Figure 4-
3, respectively, except that results for the windowed chirp integral have been added. 
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Figure 4-4: Same as Figure 4-2 except that results for windowed chirp integral have   
been added. Solid line: amplitude of chirp integral, CS(x), as a function of x. Dashed 
line: amplitude of windowed chirp integral CSw(x). Dotted line limiting value of chirp 
integral, |CS(∞)|. 
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Figure 4-5: Same as Figure 4-3 except that results for the windowed chirp integral 
have been added. Solid curve: Cornu spiral – plotted as real part of chirp integral vs. 
imaginary part of chirp Integral for x∈[0;10]. Dashed curve: windowed chirp integral 
plotted in the same way as the Cornu spiral. Cross: limiting value for x→∞. 
 

5 Windowed FSI 
From the discussion and analysis in the foregoing section it is clear that the 
convergence of a chirp integral can be sped up by applying an appropriate window 
function. We will now apply this result in order to reduce ringing in the Fourier 
transform of a real RO signal.  
Application of a window function to the Chirp integral is relatively simple as the 
window is always centered on x=0, however, if window functions are to be used with 
the Fourier integral in Eq. (4-2) the window functions must be centered around the 
time, tc, corresponding to v(tc)= 0. From Eq. (4-3) it follows that this point in the 
observed time series is given by: 
 
  

πβ
ω

2
=ct  

 

(5-1) 

 
For ideal satellite orbits and a spherically symmetric atmosphere each ray Doppler 
frequency only occurs once during and occultation [Jensen et al., 2003a]. Hence, from 
Eqs. (4-1) and (5-1) it follows that the window must be placed around the point in the 
time series where the ray with Doppler frequency, ω, arrived at the receiver, 
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corresponding to stationary phase point of the Fourier integral [Jensen et al., 2003a]. 
In this case the Fourier integral may be written as:                                                                                  
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(5-2) 

 
assuming that –t0 < -½∆t + tc and  ½∆t+ tc <t0 ,where ∆t  is the length of the window 
function.  
The question is now; what is the best choice of window length? Clearly by using a 
long window we will get a long synthetic aperture and thus a high vertical resolution 
[Gorbunov et al., 2003]. Also, the results in Figures 4-4 and 4-5 suggest that the 
window should be as long a possible in order to assure the best convergence. This 
would also have been the case if RO signals were pure chirp signals, however, RO 
signals are not chirp signals and, in contrast to chirp signals, they do not have constant 
amplitude and linear Doppler variation. Nevertheless, within a limited time interval 
RO signals can be well approximated by a chirp. In multipath regions this 
approximation is valid for each single path signal, but not for the combined signal, 
which is sufficient for our purpose as the contribution to the Fourier integral only 
comes from one single path namely the path containing the given Fourier frequency. 
From that perspective the window length should be as short as possible in order 
ensure that the signal can be well approximated by a chirp within the duration of the 
window function.   
Another drawback of using a very long window is that it will decrease the signal to 
noise ratio of the transformed field as the noise power is proportional to the window 
length whereas the signal power, |F(ω)|2, is almost independent of the length of the 
window if the window is sufficiently long (see Figure 4-4). Also the influence of 
tracking errors is expected to increase with increasing window length simply because 
the likelihood of the occurrence of a tracking error within the duration of a window 
obviously increases as the window length increases. This seems to suggest that we 
choose a very short window, however, from Figure 4-4 and Figure 4-5 it can be seen 
that if the window is chosen to be too short both phase and amplitude of the 
transformed field will be biased. Consequently, the choice of window length is a trade 
off between the different effects described in the foregoing discussion. For this study 
we haven chosen to use a window length of x = 3 in Figure 4-4, corresponding 
roughly to the shortest bias free window. From Eq. (4-3) it follows that the equivalent 
duration of the window is given by: 
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showing that the window length is proportional to the inverse square root of the 
Doppler frequency variations. As real RO signals are not chirp signals β is not a 
constant but represents the second derivative of the ray phase equivalent to the 
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variations in the ray Doppler frequency. β may also be calculated directly from the 
Fourier Spectrum, using Eq. (3-1) as: 
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(5-4) 

 
When the length of the window function is determined according to Eq. (5-3), long 
windows will be assigned to frequencies related to areas in the atmosphere with large 
gradients in the real refractivity whereas short windows will be assigned to 
frequencies related to atmospheric regions where the refractivity profile is smooth.  
This is a consequence of Eq. (5-3), as a slow variation in the ray Doppler frequency 
(strong defocusing) corresponds to large gradients in the atmosphere, whereas rapid 
variations in the Doppler frequency correspond to smooth refractivity variations.  
From Eqs. (5-1) and (5-3) it follows that application of the windowed Fourier 
transform requires a priori knowledge of the temporal variation in the ray Doppler 
frequency in order to determine the correct position and duration of the different 
windows. This makes application of the method to arbitrary signals rather 
complicated. Fortunately this is a surmountable problem for RO occultations signals 
as the Doppler frequency variation can be determined using standard RO retrieval 
schemes e.g. FSI or canonical transform. It means that we can exploit the fact, in spite 
of Gibb’s phenomenon, that the ray Doppler frequency variation can be determined 
accurately using any known standard Fourier operator method, which allows for the 
determination of the window functions. This principle is illustrated in Figure 5-1.  
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Figure 5-1: Principles of windowed FSI: position and durations of window functions 
are determined for each frequency from the frequency variations predicted by a 
standard FSI. Long windows are applied when the ray Doppler frequency exhibit slow 
variations whereas short windows are applied when the ray Doppler frequency has 
rapid variations.   
 
Subsequently, the windowed transformation is performed reducing ringing in the 
amplitude of the transformed field which can then be used for accurate absorption 
measurements. At this point it is advantageous also to recalculate the bending angle 
profile based on the windowed transformation to get rid of the small oscillations from 
ringing in the phase of the original transformation. Furthermore, this will also reduce 
the impact of noise as the windowed transformation is not based on the entire time 
series but only on some fraction of the time series and it is therefore less sensitive to 
noise than the original transformation. The influence of noise on the windowed 
transformation is analysed later in this section. Based on the foregoing discussion it is 
evident that application of a windowed FSI to real occultation signals must follow the 
steps listed below: 
 

1. Use standard FSI to compute ray Doppler frequency variation. 
2. Compute window lengths and positions from the Doppler variation using Eqs. 

(5-1) and (5-3). 
3. Re-compute the Fourier spectrum using the derived windows functions. 
4. Compute refraction and transmission profiles from the new Fourier Spectrum. 

 
In principle the last three steps could be repeated in an iterative manner which would 
also allow for compensation of absorption in the windowed Fourier transform. This 
approach has not been tried by the authors as our current experience with the method 
indicates that one iteration is sufficient. Furthermore, additional iterations will also 
increase computation time which is not desirable as the single iteration approach is 
already demanding in terms of CPU power because the windowed Fourier 
transformations cannot be implemented as a FFT. However, if the signal experiences 

Doppler 
variation

Window 
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very rapid amplitude variations due to absorption, additional ringing could be 
generated, in this case further iterations might be necessary.  
Figure 5-2 shows a comparison between the amplitude of a FFT of a simulated RO 
signal compared to the amplitude of the corresponding windowed Fourier transform. 
The simulated signal is the same as the one used in Figure 4-1 and corresponds to a 10 
GHz RO signal which has traversed a spherically symmetric atmosphere with 
exponential decaying real and imaginary refractivity. The figure clearly demonstrates 
that the windowed Fourier transform significantly reduces Gibb’s phenomenon in the 
Fourier transform.   
 
 
 

 
 
Figure 5-2: Comparison between FFT power spectrum, noisy black curve, and power 
spectrum of the windowed Fourier transform (white curve). The figure is a close-up of 
Figure 4-1 with the addition of the power spectrum computed using the windowed 
Fourier transform.    
 

6 Noise Impact 
Due to the applied window functions the WFSI will be less sensitive to noise than the 
standard FSI. This is best illustrated by considering the windowed Fourier transform 
of a RO signal with additive white noise n(t) with noise power σn
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in which Ft(ω) is the true value of the Fourier transform in the absence of noise and 
ringing. The corresponding signal to noise ratio of the transformed fields is: 
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when ∆t satisfies Eq. (5-3). For the three term Blackman-Harris window Eq. (6-2) 
yields:                                                                 
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(6-3) 

 
in which the constant of 0.3 has dimension of time, [s]. Eq. (6-3) shows that the SNR 
of the transformed field is proportional to the inverse of the window length. This 
implies that for constant background noise the highest signal to noise ratios in the 
transformed field occur for large impact parameters, i.e., in the upper atmosphere 
whereas the lowest SNR will be observed for rays traversing the troposphere where 
the defocusing is most significant. It also follows from Eq. (6-3) that the SNR of the 
windowed Fourier transform is higher than for the normal Fourier transform, even 
when the artificial noise caused by ringing is ignored as long as the required window 
length is less than the duration of the measured time series. 
From Eq. (6-3) we can also estimate the relative variance of the ray intensity, i.e., the 
squared amplitude, computed through Eq. (3-4) assuming that the transformed noise is 
white and using the result in [Nielsen et al., 2003] and Eq. (4-11): 
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where SNR0 is the signal to noise ratio of the measured signal in the absence of  
absorption, spreading, and defocusing.  
At this point it is relevant to compare this result with the corresponding variance of 
the ray intensity calculated based on GO processing. When GO is applied the ray 
Doppler frequency is computed as the instantaneous frequency of the measured signal 
which allows for computation of the bending angle profile, see e.g. [Kursinski et al., 
2000], whereas the ray amplitude is computed directly from the measured amplitude 
as [Leroy, 2001a and Nielsen et al. 2003]: 
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where the term |dω/dt| correct for the defocusing, as we have assumed that the 
satellite orbits are perfectly circular (see  [Jensen et al., 2003a]). The relative variance 
of this estimate is:   
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Eqs. (6-4) and (6-6) implies that the windowed FSI estimate will only be less sensitive 
to additive noise than the GO estimate when the signal experience strong defocusing. 
However, it should be noted that the estimate given by Eq. (6-5) will have larger 
variance than predicted by Eq. (6-6) as there will also be a contribution from the error 
in the estimate of the defocusing factor, |dω/dt|, which could be rather large at low 
SNR. Furthermore, GO processing cannot handle multipath and the resolution is 
limited to the size of the first Fresnel zone. On the other hand GO offers a simple 
implementation and requires only moderate computer power. Consequently, for 
operational applications the GO approach should be used above the troposphere where 
defocusing is weak (high SNR) and the atmosphere is relatively smooth, whereas the 
windowed FSI should be applied in the troposphere where the atmosphere have many 
small scale structures causing multipath propagation and strong defocusing.  
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7 Windowed FSI of Simulated RO Signals 
In this section the WFSI technique is applied to a simulated LEO-LEO radio 
occultation signal and its performance is compared to the performance of the 
traditional FFT implementation of the FSI technique. The simulated satellite system 
consists of two counter rotating satellites orbiting the Earth in the same plane. The 
transmitter is at a height of 850 km and the receiver is deployed at 650 km, which is 
also chosen as the baseline in the ACE+ project.  For this study we only consider a 10 
GHz signal, but the authors have found similar results when using 17 GHz and 23 
GHz signals. 
The simulated signal was generated as a solution to the parabolic approximation of the 
Helmholtz wave equation computed using the split-step algorithm, also known as the 
multiple phase-screen technique [Benzon et al., 2002]. Propagation from the last 
screen to the LEO orbit is calculated using the Fresnel diffraction integral. The 
satellite orbits used in all the simulations are perfectly circular lying in the same plane 
and the simulated atmosphere is spherical symmetric. The simulated signal is 
amplitude and excess phase sampled like real radio occultation signals. Before a 
signal can be processed using either FSI or WFSI, the total signal phase has to be 
reconstructed in order to restore the ‘original’ signal. This is done by frequency 
shifting the signal to base band, followed by up-sampling of the signal through 
interpolation of the amplitude and the new phase. When the signal is interpolated, the 
sampling rate must correspond to at least twice the new signal bandwidth in order to 
satisfy the sampling theorem.   
The simulated RO signal was based on an atmosphere described by a known real 
refractivity profile expressed as: 
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This refractivity profile represents an exponential with a Gaussian shaped bump. In 
Eq. (7-1) BH is the height of the bump, and B determines the size of this bump. The 
first term in the equation is the refractivity of the reference atmosphere defined by the 
International Telecommunications Union [ITU, 1981]. The second term in the 
equation determines the strength and height of the refractivity bump. Such a bump in 
the refractivity profile can be used to simulate multipath effects. The duration of a 
possible multipath situation is determined by the magnitude of the parameter B. In the 
simulations, B and BH have been set to 15 and 3 km, respectively, which yields an 
atmosphere with significant gradients leading to multipath propagation.  
The imaginary refractivity index, n’’, is described by:  
 
 
 

 
n’’=κn’ 

 
(7-2) 

 
In this study κ is constant and equal to 3 x 10-5.  For the WFSI retrieval a minimum 
window length was imposed in order to ensure that the maximum resolution was 
limited by diffraction to approximately 20 m. This diffraction limit was calculated 
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using the formulas presented in [Gorbunov et al., 2003] and guarantees that no hidden 
smoothing is introduced by using the windowed Fourier transform. 
The simulated signal was sampled at 700 Hz. The amplitude variation of this signal is 
depicted in Figure 7-1 below which clearly shows multipath interference in the 
interval from 23 sec to 33 sec.  
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Figure 7-1: Amplitude variations of simulated LEO-LEO signal. 
 
The FSI and the WFSI were applied to this signal in order to derive bending angle 
profiles and profiles of optical depth, τ. The optical depth is related to ray amplitude 
through: 
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Figure 7-2 shows a comparison between the bending angle profiles retrieved from the 
simulated signal using FSI and WFSI as well as the true bending angle profile 
computed as the Abel transform of Eq. (7-1). The Figure shows that both methods   
are capable of retrieving the bending angle profile also in the multipath zones. 
However, the figure also reveals that the bending angle profile computed using the 
standard FSI suffers from small oscillations caused by Gibb’s phenomenon in the 
Fourier spectrum whereas these oscillations are significantly reduced in the bending 
angle profile computed from the WFSI. In the retrieval of the FSI and WFSI profiles 
no smoothing has been applied and the derivatives of the Fourier spectra have been 
computed simply as a two point differentiation. However, it should be noticed that for 
practical implementation the performance of both techniques can be improved by 
using some kind of smoothing. Smoothing was not applied in this study since the 
purpose of the figure is to compare the raw methods - application of any smoothing 
will just blur the comparison.  
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Figure 7-2: Noise free signal - comparison between the true bending angle profile 
and the corresponding profiles retrieved using FSI and WFSI. The FSI and the WFSI 
profiles are displaced respectively 0.003 radians and 0.006 radians relative to the 
true profile. 
 
Figure 7-3 compares the retrieved raw profiles of optical depth with the true profile 
computed using Eqs. (2-4) and (7-2). It follows from the figure that the impact of 
ringing in the optical depth profile is significantly reduced when the WFSI technique 
is used as compared to the FSI technique. For both the FSI and the WFSI the best 
performance is found away from the multipath zone whereas the performance of both 
methods is degraded in the multipath region. The spikes in the FSI profile occur when 
the oscillations in the ray amplitude cause the ratio ARX/ATX to be close to zero, see Eq. 
(7-3).  
Figure 7-3 also reveals that both methods have problems in resolving the optical depth 
in the multipath regions where the methods overestimate the absorption. The bias is 
believed to be caused by higher order phase variations in the multipath region 
violating the assumption inherent in both the FSI and the WFSI that the ray phase 
variations can be locally approximated by a second order polynomial. The reason why 
the bending angle can be successfully resolved in multipath region is that the relative 
variations in the phase are much larger than the relative variations in the amplitude. 
This makes retrieval of bending angles less sensitive to disturbances and noise than 
retrieval of optical depth. This can also be seen by comparing Figures 7-2 and 7-3, 
which indicates that the relative impact of ringing is somewhat larger for the bending 
angle profile than for the optical depth profile.   
It is also important to note that the real refractivity is computed as an Abel transform 
of the bending angle profile (see Eq. 2-5) whereas the imaginary refractivity is 
computed as an Abel transform of the derivative of the optical depth (see Eq. 2-6). 
This makes the impact of ringing (and other errors) in the profiles of optical depth far 
more critical than the impact of ringing in the bending angle profile when geophysical 
parameters are to be retrieved. 
The impact of higher order phase variations may be reduced if calibration tones are 
used as the bias introduced in the optical depth profiles should be nearly identical for 
two signals constituting a pair of calibration tones. If the biases in optical depth are 
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identical for two frequencies this bias will cancel out when the difference in optical 
depth for these two frequencies are computed. Another approach would be to account 
for the higher order phase terms in the window functions. The authors are currently 
investigating the latter approach. 
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Figure 7-3: Noise free signal - comparison between the true profile of optical depth 
and the corresponding profiles retrieved using FSI and WFSI. The FSI and the WFSI 
profiles are displaced respectively by 5 and by 10 relative to the true profile. 
 
 
In order to illustrate the superior noise performance of the WFSI as compared to the 
FSI we now add Gaussian white noise with a noise density of 66 dBHz to the 
simulated signal and repeat the retrievals. Figure 7-4 below shows a comparison 
between the two retrieved profiles and the true bending angle profile.  
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Figure 7-4: Noisy signal - comparison between the true bending angle profile and the 
corresponding profiles retrieved using FSI and WFSI. The FSI and the WFSI profiles 
are displaced 0.003 radians and 0.006 radians relative to the true profile, 
respectively. 
 
The figure shows the same trend as was found for the noise free signal, see Figure  
7-2, but it also shows that the impact of the noise is far more significant for the 
standard FSI than it is for the WFSI as predicted by the analysis in the foregoing 
section. The same conclusion can be drawn from Figure 7-5 depicting a comparison 
between retrieved profiles optical depth and the true profile for the noisy signal.  
 
As a final remark, it should be noticed that all the results presented in study are ‘raw’ 
results i.e., no smoothing has been applied in the retrievals. For practical application it 
would advantageous to apply some kind of noise reducing smoothing, which would 
obviously improve the performance of both FSI and WFSI. As mentioned earlier, 
smoothing was not applied, as the purpose of this study has been to compare the raw 
methods. 
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Figure 7-5: Noise free signal - comparison between the true profile of optical depth 
and the corresponding profiles retrieved using FSI and WFSI. The FSI and the WFSI 
profiles are displaced respectively by 5 and by 10 relative to the true profile. 
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8 Summary and Conclusion 
When Fourier Operator based methods are applied to radio occultation signals the 
transformed field will suffer from artificial oscillations caused by Gibb’s phenomenon 
due to the finite duration of RO signals. These artificial oscillations in the transformed 
field lead to similar oscillations in the retrieved profiles of bending angles and optical 
depth. RO observations based on absorption, i.e., retrieval of imaginary refractivity 
are more sensitive to ringing than RO observations of ray bending, i.e., retrieval of 
real refractivity. The reason for this is that the relative variations in the ray phase 
induced by the atmosphere are larger than the relative variations in ray amplitude 
induced by atmospheric absorption. 
In this report we have demonstrated how application of window functions to the FSI 
technique leads to reduced ringing in the transformed field.  We refer to the method 
presented in this report as the windowed FSI (WFSI). The WFSI technique exploits 
the fact that the major contribution to a given a Fourier component in a RO signal 
comes from the part of the signal located in the vicinity of the stationary phase point 
corresponding to that specific Fourier component. The length of the interval, which 
gives the major contribution to a Fourier component, depends on the derivative of the 
corresponding ray Doppler frequency.  In the WFSI technique window functions of 
the same form but with different durations are applied to the different Fourier 
component centered on the corresponding stationary phase points. The duration and 
position of the individual windows can be determined from a priori knowledge of the 
variation in the ray Doppler frequency. For practical applications this information can 
be obtained with sufficient accuracy from a standard FSI.   
An analysis of the impact of noise has been carried out and it has been shown that the 
WFSI is less sensitive to white noise than the standard FSI. Furthermore it is also 
expected that the WFSI will be less sensitive to tracking than standard FSI though this 
has not been investigated in this report.  
The drawback of the WFSI as compared to FSI is that it is significantly more 
demanding in terms of computer power because the windowed Fourier transform 
cannot be implemented as an FFT. 
The superior performance of the WFSI as compared to standard FSI has been 
demonstrated by applying both techniques to simulated radio occultation signals in a 
LEO-LEO setup. The results from the simulations verify the theoretical findings and 
showed that both bending angle profiles and profiles of optical depth retrieved using 
WFSI are less sensitive to ringing and white noise than the corresponding profiles 
derived from the standard FSI. However it was also found that the retrieved profiles of 
optical depth were strongly biased in the part of the multipath region associated with 
the most rapid phase variations. The authors believe that this bias is caused by higher 
order phase variations violating the assumption inherent in both the FSI and the WFSI 
technique that these higher order variations are small. Though the simulations were 
performed for a 10 GHz signal it is expected that the WFSI will also have superior 
performance compared to the FSI for GPS-LEO occultations, though the impact will 
not be as significant since the windows will be longer for GPS-signals due the longer 
wavelength.  
In this report the application of window functions was demonstrated only in 
connection with the FSI technique, however, it is anticipated that the findings in this 
report can be applied also to other retrieval techniques based on a Fourier operator. 
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