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SUMMARY 
 

In this pilot study we analysed different approaches to evaluate statistically source-receptor 
relationship for potential atmospheric pollutants in the Euro-Arctic and North Pacific regions. 
Among source points the risk sites of potential danger were considered, among receptor points the 
populated cities were selected.  

We focused on evaluation of the source-receptor relationship based on trajectory modelling 
method with a combination of statistical methods (cluster and probability fields) for analyses of 
modelling results. The approaches for identification and interpretation of potential source and 
receptor regions were given considering only variability of the atmospheric transport patterns 
without consideration of possible losses of pollutants during transport. These analyses were 
presented from different prospective – from a simple point of view to more complex and detailed 
evaluation of relationship.  

First, it is the use of individual backward and forward trajectories originating at selected sites 
and representing atmospheric transport for a particular date. Second, it is the use of clustered 
trajectories representing atmospheric transport pathways from and to the sites for a long period. 
Third, it is the use of airflow probability fields representing spatial and temporal distribution of 
atmospheric flow patterns from and to the sites. Fourth, it is the use of combined probabilistic fields 
or sensitivity functions representing both flow patterns and sensitivity of source/ receptor sites with 
respect to each other. 

In order to identify and interpret the source-receptor relationship for atmospheric pollutants 
we subsequently answered a set of questions: What occurs when a longer period of measurement/ 
observation records is available and multiple trajectories are considered? What occurs between 
atmospheric transport pathways? What occurs if during atmospheric transport the airborne 
pollutants will undergo the dry and wet deposition processes? To answer these questions we 
employed every time another approach which was based on different principles of evaluation and 
data interpretation. Moreover, the last question is a topic of separate study and report. 

The results of this study can be used for the environmental studies, emergency response, 
decision-making, scientific, educational, and informational purposes by the national and 
international organisations, programmes, etc. performing monitoring and control of the pollution 
situation as well as by the administrative, decision-making, etc. services and organizations of local 
(city, object, site), regional (county, region, territory), governmental  (country) levels where sources 
and receptors of pollution are situated. 
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I. INTRODUCTION 
 
Estimation of geographical regions and territories with high potential risk/vulnerability from 

different risk sites is important issue for long-term planning socio-economical development of 
territories and emergency systems (INTAS, 2003). The concept of ecological risk/vulnerability of 
territories with respect to anthropogenic impact is actively used in recent environmental studies. 
The problem of risk assessment became especially urgent in connection with different accidents of 
radioactive, chemical, and biological nature. One of the most important aspects of this problem is 
the source term estimation for emergency response systems. E.g., after the Algeciras accident in 
Spain (May of 1998) many European monitoring stations had measured peaks of radiation, but 
during several days the reason of such peaks was unknown. A similar situation occurred after an 
accidental release at the Chernobyl nuclear power plant (NPP), Ukraine (April 1996). Such 
accidents show the importance and necessity to develop constructive methods for estimation of 
unknown source term based on available monitoring data, prediction and assessment of 
risk/vulnerability levels for various potential risk sites and situations under conditions of both 
ordinary and extraordinary anthropogenic loads. 

Methods of numerical modelling are widely used for solving of pollution problems including 
the source-receptor relationship problem. Two main approaches are usually used. The first approach 
- Lagrangian modelling - allows calculating the trace of individual particle or ensemble of particles 
moving together with an air mass. The second approach - Eulerian modelling - calculates in a 
chosen domain the distribution of pollutant concentration released from a set of potential sources. 
These two approaches are not alternative. They supplement each other, although each approach has 
its own advantages and shortcomings as well as application areas. 

Dependence on a goal of investigation, the forward and inverse procedures of modelling are 
distinguished. The methods of forward modelling are traditionally used for the solution of forecast 
problems. For their realization, the values of all model input parameters, boundary and initial 
conditions, sources of external and internal forcing, etc. should be given. Forward problems are 
used to study the processes of propagation of perturbations from various sources. These are so-
called source-receptor problems. The spatial-time domains, where perturbations are observed, play 
role of zones-receptors. The methodology of inverse modelling is mainly oriented towards 
diagnosis and solution of inverse problems. Its value is that it starts from the result (receptor) and 
moves to the sources and causes. From a viewpoint of ecological safety, inverse problems of the 
receptor-source type are of interest, since they allowing determine a degree of potential danger of 
contamination of zone-receptor by pollutants entering it and to identify sources of this danger. In 
combination with forward modelling, the inverse approach opens a new prospect to extend the class 
of relevant problems, develop and organize interactive technologies for their control and mitigation.  

Source-receptor data can be evaluated: a) statistically or b) in combination with monitoring 
data to derive sources or other model variables. The common back-trajectory technique, suitable 
only for Lagrangian models, is an example of such inverse studies. The methodology of source–
receptor relations is actively developing. The Novosibirsk Russian scientific school of Prof. G.I. 
Marchuk had suggested a theoretical method for inverse modelling, based on adjoint equations 
(Marchuk, 1982; Marchuk, 1995; Baklanov, 2000) and suitable for the Eulerian models 
(Pudykiewicz, 1998). Recently (Penenko et al., 2002; Baklanov, 2000; Penenko & Baklanov, 2001) 
suggested theoretical methods for source-term estimation based on variational principles with 
adjoint equations and suitable for both the Eulerian and Lagrangian models. It is combined with 
decomposition, splitting, and optimisation techniques for construction of numerical algorithms. The 
novel aspects are the sensitivity theory and inverse modelling for environmental problems, which 
use the solution of the corresponding adjoint problems for a given set of models and functionals 
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(which are criteria of the atmospheric quality and/or informative quality of measurements) 
(Penenko, 2001a; Penenko, 2001b; Penenko & Tsvetova, 2000). 

Rather than doing a full source-receptor calculation, the Chemical transport model data 
assimilation systems calculates a cost-function - source relationship (in the case that source 
determination is the task), i.e. the gradient of the cost function with respect to the control variables 
(Stohl et al., 2002). It works for both the linear and nonlinear problems. For linear source-receptor 
relationships (and linear cost functions), the optimisation problem of inverse modelling is solved 
alternatively on the basis of  the source-receptor matrix with analytical techniques where matrix can 
be calculated with the Eulerian as well as Lagrangian particle dispersion models in forward/ 
backward mode (Seibert, 1999; Seibert, 2001). The neural networks approach combined with a set 
of historical calculations of dispersion models and monitoring network data can also be used for 
identification of the sources of potential danger (Gorodnichi & Reznik, 1997; Kovalets & Maderich, 
2001a; Kovalets & Maderich, 2001b).  

The long-term dispersion modelling approach (AR-NARP, 2001-2003; Baklanov et al., 2002) 
for evaluation of the source-receptor relationship for various pollutants including nuclear, chemical, 
biological, etc. danger can be realized employing the Danish Emergency Response Model for 
Atmosphere (DERMA) for different resolutions and grid domains (Sørensen, 1998; Baklanov & 
Sørensen, 2001). Similarly, the EURAD model system (EURopean Atmospheric Dispersion model 
system) employing a four-dimensional variational (4D-var) chemical data assimilation, and 
advanced scheme for dynamical and chemical aerosol simulation, can be used for evaluation of 
source-receptor relationship (Hass et al., 1990; Elbern & Schmidt, 1999; Elbern & Schmidt, 2002). 

The following aspects, approaches, and methods for investigation of the source-receptor 
receptor (SRR) problem are of the major interest (INTAS, 2003): 
• the source-receptor data can be evaluated statistically for long-term periods or specific cases 

(i.e. episodes of elevated and lowest concentration of pollutants) in combination with available 
monitoring data. It will allow to derive potential sources and estimate model parameters; 

• the SRR can be studied also employing dispersion approach to simulate forward/ backward 
individual or multiyear atmospheric transport, dispersion, and deposition datasets for pollutants 
considered on different scales ranging from local to global; 

• the SRR can be investigated employing trajectory approach to calculate forward/ backward 
individual or multiyear trajectory datasets for the source and receptor sites/regions; 

• the SRR can be solved using the adjoint problem methodology based on variational principles, 
combination of direct and inverse modelling, and sensitivity theory; 

• the SRR can be studied employing the cluster analysis techniques over the multiyear trajectory 
datasets on different temporal (month, season, year) and spatial scales (altitudes of transport, 
geographical regions); 

• the SRR can be analyzed using probability fields analysis of calculated trajectory/ dispersion 
datasets on temporal and spatial scales; 

• moreover, these SRR can be evaluated using GIS methods for assessment of integrated risk and 
vulnerability of potential source and receptor regions. 

We consider in our source-receptor relationship studies different methods for the mentioned 
above, including adjoint equations for atmospheric dispersion models (e.g. Baklanov, 2000; 
Penenko & Baklanov, 2001). However, in this study we will focus and concentrate on the trajectory 
modelling approach which is simpler and less computationally expensive compared with the 
dispersion modelling approach. At the beginning let us underline where, in general, atmospheric 
trajectories both forward and backward have found their applicability for different tasks of 
environmental studies including evaluation of source-receptor relationship. Among the main 
directions of atmospheric trajectories (with examples of referred studies) usage are the following: 
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• the trajectories can be used to evaluate a general climatology or peculiarities of atmospheric 
flows within different meteorological systems and over different geographical regions and 
territories of interest (Merrill et al., 1985; Harris & Kahl, 1990; Harris, 1992; Katsoulis & 
Whelpdale, 1993; Merrill, 1994; Harris & Kahl, 1994; Kahl et al., 1997; Jaffe et al., 1997a; 
Mahura et al., 1997a; Mahura et al., 1998; Mahura & Baklanov, 2003b).  

• the trajectories can be employed to determine directions of atmospheric transport of tracers in 
various experiments related to studies of atmospheric transport patterns (Clarke, 1983; 
Haagenson et al., 1987; Anfossi, 1988; Martin et al., 1990; Sparling et al., 1997). 

• the trajectories can be applied to evaluate relationship between sources and receptors for 
atmospheric pollutants on different scales: ranging from meso- to global scales (Slanina & 
Willem, 1983; Harris et al., 1992; Dorling et al., 1992; Moody et al., 1995; Thompson et al., 
1996; Jaffe et al., 1997b; Harris & Oltmans, 1997; Jaffe et al., 1998; Mahura et al., 2003b). 

• the trajectories can be selected for investigation of processes of diffusion, transport, and 
chemical interactions of pollutants such as, for example, ozone - within the boundary layer, free 
troposphere, and low stratosphere (Fosberg, 1984; Bowman, 1995; Chipperfield et al., 1997). 

• the trajectories can be proposed to study exchange by momentum, heat, and humidity, as well as 
potential pollutants between the troposphere and stratosphere (Austin & Butchart, 1989; 
Eluszkiewicz, 1996; Kowol-Santen, 1998). 

• the trajectories can be studied to analyse transboundary and long-range transport of atmospheric 
pollutants due to removal by precipitation (Haagenson, 1985; De Pena, 1986; Artz & Dayan, 
1986; Moody, 1986;  Moody & Galloway, 1988; Ruijgrok & Romer, 1993).  

• the trajectories can be calculated to evaluate specific cases or episodes with the elevated 
concentrations of pollutants (Martin et al., 1987; Jaffe at al., 1997b), including radionuclides 
(Puhakka, 1988; Baklanov et al., 2003), dangerous and representing potential risk the natural 
(Schoeberl et al., 1993; Anfossi & Sacchetti, 1994) and weather (Janish & Lyons, 1992; Perrin 
& Simmonds, 1995) events. 

• the trajectories can be modelled to learn the formation and development of different synoptical 
processes and phenomena (Uccellini, 1988; Rotunno et al., 1994; Bowman, 1995; Market & 
Moore, 1998) including the characteristics of formation of polar stratospheric clouds (Rizi et al., 
1999). 

In this pilot study we will focus on the evaluation of source-receptor relationship based on 
trajectory modelling approach with a combination of statistical methods (cluster and probability 
fields) for analyses of modelling results. The aspects of the dispersion and deposition modelling 
approach (AR-NARP, 2001-2003; Baklanov et al., 2002) as well as GIS methods (AR-NARP, 2001-
2003; INTAS, 2003) for the evaluation of the source-receptor relationship, which are the topics of a 
separate report, are not considered. Moreover, these are also a part of the submitted proposal 
INTAS Call-2003: “Source-Receptor Relationships for Atmospheric Pollutants Related to 
Environmental Risks in the NIS countries – Methodology and Applications” (INTAS-2003). The 
main aim of this proposal is the development of new elements and improvement of methodology for 
calculation and evaluation of SRR for atmospheric pollution, and application of those for the source 
term estimation, assessment and prediction of the environmental/health risk and vulnerability for 
industrialized/populated regions and natural complexes as well as validation via dedicated case 
studies for selected sites and regions in the European countries. 
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II. METHODOLOGY FOR EVALUATION OF SOURCE-RECEPTOR 
RELATIONSHIP BASED ON TRAJECTORY MODELLING 
 

In this section of report the methodological aspects for evaluation of the source-receptor 
relationship based on employing of the forward/ backward trajectory modelling approach (§2.1) and 
statistical analyses of trajectory modelling results (§2.2 and 2.3) are discussed.  
 

2.1. FORWARD AND BACKWARD TRAJECTORY MODELLING 
 

Trajectories and Modelling 
In general, each computed atmospheric trajectory represents a pathway of an air parcel motion 

in time and space. There are a few approaches to model atmospheric trajectories. Two of these 
approaches are commonly used: isobaric and isentropic. The modelling of more realistic trajectories 
– “fully 3-D trajectories” - is preferable, although it is complex and it requires incorporation into 
simulation of large number of variables and parameters, and moreover, for the long-term statistics it 
increases significantly a computational time. In this study the isentropic approach was selected. 
Although this type of trajectory modelling uses assumption of adiabatically moving air parcels and 
neglects various physical effects, it is still a useful research tool for evaluating common airflow 
patterns within meteorological systems on various scales. Some uncertainties in these models are 
related to the interpolation of meteorological data, which might be sparsely measured, applicability 
of the considered horizontal and vertical scales, assumptions of vertical transport, etc. (Merrill et 
al., 1986; Kahl & Samson, 1986; Kahl & Samson, 1988; Kahl, 1996; Stohl, 1998).  

In this study, the modelling of trajectories was performed in two steps. At the first step, an 
interpolation procedure was performed for a multiyear period applying a technique described by 
Merrill et al., 1986. The wind components were recalculated from the isobaric system of 
coordinates - (x,y,p) into the isentropic system of coordinates - (x,y,Θ) through the Decart system of 
coordinates - (x,y,z). The angles of slopes of isentropic surfaces are calculated. Let’s define the 

horizontal derivatives of variables – { } - through Θ
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where:       
x, y, z – directions in the Decart system of coordinates,  
t – time, 
g – gravitational acceleration, 
p – pressure, 
ρ – air density, 

pC  – specific heat capacity of air at constant pressure,  
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vT – virtual temperature, 
MΨ  – Montgomery function or potential of Montgomery,  
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where:       

π – Exner function for pressure, 
0p  – pressure at the reference level of 1000 hPa, 

Rc – specific gas constant for the dry air, 
Φ  – geopotential at the surface Θ. 
After definition of the pressure as a function of the potential temperature, the components of 

wind velocity on the isentropic surfaces will be calculated by liner interpolation on pressure. 
At the second step, the components of wind velocity at the isentropic surfaces are used to 

calculate trajectories of air parcels motion from the sites. The kinematic is used which takes into 
account only the velocity fields. To calculate the spatial position of air parcel the following 
numerical evaluation of equations is used: 
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where:       

11 ,,, ++ nnnn yxyx – coordinates of air parcel at moment of time  n and n+1, 
( ) ( )tyxvtyxu ,,,,,,, ΘΘ  – horizontal components of wind velocities on the isentropic surfaces Θ 

at the time moment  t ; 
x, y, z – direction of the Decart system of coordinates. 
 

For a particular level of potential temperature, the equation to estimate the path of trajectory is 
the following: 
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Instead of calculating only one trajectory, four trajectories for every calculation were used. 

The initial points of trajectories are located at each corner of a 1°x 1°of latitude vs. longitude box, 
where the site is in the centre of the box. Calculation of four trajectories simultaneously allowed 
evaluating a consistency of the wind field in the direction of the atmospheric transport.  

Depending on the purpose of the study the duration of calculated trajectories could be limited. 
For example, for further statistical analysis the selection of limitation (in days, in hours) will depend 
on 1) quality and accuracy of trajectory calculations which after 5 days drops significantly, 2) 
observing development frames of the synoptic scales systems in the regions studied, 3) relative 
proximity of the analyzed geographical regions from the sites/regions of interest. Moreover, to 
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study altitudinal variations in the flow patterns (in particular, within the boundary layer and free 
troposphere), trajectories originated over the site regions at altitudes of 1.5 and 3 km above sea level 
(asl) could be also considered. 
 

Input Meteorological Datasets 
In general, for any trajectory calculation (for a specific date, for a particular period of time, or 

for a multiyear period) the meteorological data are essential. The useful approach is to use the 
gridded datasets, i.e. the main atmospheric variables and parameters are calculated in the grids of 
the latitude vs. longitude domain. In this study, we used two datasets – NCAR (National Center for 
Atmospheric Research, Boulder, Colorado) and ECMWF (European Center for Medium-range 
Weather Forecast, Reading, UK) - although we could note that any reliable dataset might be used 
for trajectory modelling. Moreover, in this study the NCAR dataset was used more often compared 
with the ECMWF dataset. 

The used in this study dataset - DS082.0 - NCEP Global Tropospheric Analyses (from Jul 
1976 - present) is one of the major gridded analyses available. It is a part of the operational and 
gridded analyses performed at the National Center for Environmental Prediction (NCEP; prior to 
1995 known as the National Meteorological Center – NMC). This dataset has a resolution of 2.5° x 
2.5° latitude vs. longitude (145 x 37 grids) for both Northern and Southern hemispheres. It consists 
of the surface, tropospheric, tropopause, and lower stratospheric analyses as well as at the standard 
levels up to 50 millibars (mb). The main analyzed variables are the following: geopotential height, 
temperature, u-, v-, and w-components of the wind, relative humidity, sea level pressure, surface 
pressure and temperature, sea surface temperature, snowfall, precipitable water, potential 
temperature, vertical motion, tropopause pressure and temperature. An analysis has been done on a 
daily basis at 00 and 12 UTC terms (Universal Coordinated Time). 

The meteorological data from the European Centre for Medium-Range Weather Forecasts 
(ECMWF), Reading, UK are based on the ECMWF's global model forecasts and analyses having a 
resolution up to 0.5° × 0.5° latitude vs. longitude and 3 hours time interval for both the Northern 
and Southern hemispheres. It consists of the geopotential, temperature, vertical velocity, u and v 
components of horizontal wind, relative humidity and specific humidity at each level, etc. Analysis 
has been done on a daily basis at 00, 06, 12, and 18 UTC terms. 

 

Forward and Backward Trajectories Showing Convergence of Airflow 
Although all calculated trajectories can be  used for further analysis, it should be noted that 

there are differences in the representation of the general flow along trajectories. The flow is 
considered to be a reasonably consistent along the transport path if all four trajectories had shown a 
similar direction (reflecting convergence of flow) of transport for one time period.  

For the cases shown in Fig. 2.1.1, we see that the forward trajectories originated over the 
regions of the source points (in particular, over the locations of the nuclear risk sites (NRSs) – 
nuclear power plants (NPPs). During the entire period of atmospheric transport, all trajectories 
showed a consistent airflow along the direction of transport. For example, as shown in Fig. 2.1.1b, 
the trajectories originated over the Loviisa NPP region (Finland) at 00 UTC, 19 Jan 1993 within the 
boundary layer. Initially, during the first three days they moved in the south-eastern direction 
toward the Caspian Sea, and then in the north-eastern direction toward the Taymyr Peninsula of 
Russia. The airflow remained stably directed during all days of atmospheric transport. Therefore, 
such trajectories clearly showed that an air mass originated over the source points was transported 
to the exact remote region.   
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(a)                                                        (b)                                                    (c) 

Figure 2.1.1. Isentropic forward trajectories originated at source points and showed a consistent airflow: a) 
Bilibino NPP, Russia, b) Loviisa NPP, Finland, and c) Kola NPP, Russia. 

For the cases shown in Fig. 2.1.2, we see that the backward trajectories arrived to the regions 
of the receptor points. During the entire period of atmospheric transport, all trajectories showed a 
relatively consistent airflow along the direction of transport prior to arriving at sites. For example, 
as shown in Fig. 2.1.2b, the air parcels arrived at Shemya (Aleutian Chain Islands, USA) at 00 
UTC, 23 Feb 1994. Initially, the trajectories originated within the free troposphere over the 
Canadian Arctic territories. During several days they descended in the south-western direction 
passing over Alaska, which seem to be attributed to the anticyclonic activity. During the last day 
before arrival at the site, they were over the Bering Sea aquatoria and travelled within the boundary 
layer. The airflow remained a relatively stable directed during atmospheric transport. Therefore, 
such trajectories clearly showed that an air mass arrived at the receptor point was transported from 
the exact remote region.   

 
(a)                                                        (b)                                                    (c) 

Figure 2.1.2. Isentropic backward trajectories arrived at receptor points and showed a consistent airflow: a) 
Mauna Loa Observatory, Hawaii, b) Shemya, Alaska, and b) Nome, Alaska. 

 

Forward and Backward Trajectories Showing Divergence of Airflow 

Trajectories, showing a strong divergence of flow, are assigned to a category of the “complex 
trajectories”. These trajectories reflect more uncertainties in the air parcels motion. These 
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differences are not so important in evaluation of the general climatological patterns, but they can be 
significant, for example, for identification of source regions for air pollutants, evaluation of the 
nature of the specific events with recorded elevated concentration of species, tracking tracers in the 
atmosphere, etc.  

For the cases shown in Fig. 2.1.3, we could see that the forward trajectories originated over 
the regions of the source points showed an inconsistent airflow along the initial direction of 
atmospheric transport. For example, as shown in Figs. 2.1.3ac, the air parcels originated over the 
NPPs regions after the first day of transport showed a strong divergence of airflow – clearly seen 
the transport in opposite directions. In Fig. 2.1.3b, the horizontal divergence of airflow had started 
after the first day of transport, and it reached further more than 270 degrees. As we see, the airflow 
does not remain stably directed during the entire period of atmospheric transport. Therefore, such 
trajectories clearly show that air mass originated over the source points cannot be transported to the 
exact remote region. 

 
(a)                                                        (b)                                                    (c) 

Figure 2.1.3. Isentropic forward trajectories originated at source points and showed a strong divergence of 
airflow: a) Bilibino NPP, Russia, b) Loviisa NPP, Finland, and c) Kola NPP, Russia. 

   
(a)                                                        (b)                                                    (c) 

Figure 2.1.4. Isentropic backward trajectories arrived at receptor points and showed a strong divergence of 
airflow: a) Anchorage, Alaska, b) Nome, Alaska and c) Barrow, Alaska. 
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We should note that such types of trajectories still could be used for identification of the 

general atmospheric transport patterns from the source points (or to receptor points) for a multiyear 
period. This deviation might be removed due to “smoothing” in the large datasets of trajectories. 
Although, for identification of the source/receptor regions for the specific dates (or cases) it is not 
appropriate to use such trajectories (in general, a few percent of calculated trajectories). And 
moreover, it raises a concern about correct assigning, for example, of elevated concentration of 
chemical species at receptor points. 
 

2.2. TRAJECTORY CLUSTER ANALYSIS 
 
The cluster analysis is a variety of multivariate statistical analysis techniques, which could be 

used to explore the existing structure within data sets (Romesburg, 1984). The specific purpose of 
this analysis is to divide a data set into groups (or clusters) of similar variables (or cases). Miller, 
1981 initiated application of the cluster analysis on trajectories. The important output of his study 
was evaluation of the airflow climatology, in particular, over the long time periods. Then later, 
cluster analysis techniques on trajectories were used extensively by various researchers in different 
scientific fields. 

In general, output of cluster analysis on trajectories can provide insights in the tracers 
transport, common atmospheric flow patterns for the sites of interest, identification of the source 
regions for atmospheric pollutants, etc. The cluster analysis is used to divide calculated trajectories 
into groups, which represent the major airflow transport regimes. The following criteria are used: 
latitude and longitude values at each time interval of trajectory. These represent both direction and 
velocity of air parcel motion.  

Let us introduce variables X and Y, representing latitude and longitude of trajectory at each 
time interval, respectively. Then, for example, if 5-day trajectories are considered than there are 11 
pairs of values for latitude and longitude, if 10-day trajectories are considered than there are 21 
pairs of values for latitude and longitude, etc. To calculate the Euclidean distances ),( YXDE  the 
following equation is used: 

∑
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where:  

      tt YX , - longitude and latitude of trajectories at moment t (t = 0,NT days; ∆t = 12 hours), 
NT – number of considered time intervals for trajectories (or number of pairs of values of 
latitude and longitude), 

tkw  - weight coefficient (selected in order to regulate the number of clusters, in the first 

approximation 1=tkw ). 
The Euclidean distances will characterize the differences between X and Y. Hence, let us define 

for these distances the following characteristics – size ),( YXDEsize and shape ),( YXDEshape : 
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where:       

YX , – averaged values of longitude and latitude for trajectories. 
The low values of ),( YXDE and its characteristics show that X and Y are more similar; and 

the high values show that X and Y are less similar. 
At the next step, in order to evaluate similarities between X and Y the following characteristics 

are calculated:  
covariance ),( YXCOV : 
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The correlation coefficient ),( YXCOR , varying in the interval from +1 to -1, shows the 

highest similarities between variables if it has the highest positive values. It is used for the 
evaluation of the order of inter-relationship between X and Y. 

The covariance ),( YXCOV  shows the joint variability (or variance) of both variables X and Y 
with respect to the joint average. The higher values of covariance show the higher order of 
relationship between variables. If additional variables are included than correlation and covariance 
are calculated for all pairs of variables. 

 
(a)    (b) 

Figure 2.2.1. (a) Isentropic 5-day forward trajectories originated over the Kola NPP region during 1992, and 
(b) Atmospheric transport pathways from the Kola NPP region during 1992 as a result of trajectory cluster 

analysis. 
 



 13

For example, Fig. 2.2.1a shows the plotted 5-day trajectories originated during 1992 over the 
selected site region (Kola nuclear power plant, at the Kola Peninsula). The result of cluster analysis 
of these trajectories is shown in Fig. 2.2.1b.  

It should be noted that in such analysis, the similarity among trajectories in each cluster is 
maximized considering the full length of each forward trajectory. Within each cluster, individual 
trajectories can be averaged to obtain the mean cluster trajectory (or atmospheric transport 
pathway). Thus, the original large data set of trajectories can be reduced to a small number of mean 
cluster plots. These plots then can be interpreted, based on common synoptic conditions and 
features, and hence, the airflow climatology for the site can be summarized. 

 
2.3. PROBABILITY FIELDS ANALYSIS OF TRAJECTORY MODELLING RESULTS 
 
Probabilistic analysis is one of the ways to estimate the likelihood of occurrence of one or 

more phenomena or events. For each site a large number of forward trajectories that passed over 
various geographical regions were calculated. Each calculated trajectory contains information about 
longitude, latitude, altitude, pressure, temperature, relative humidity, etc. at each modelling time 
interval (in this study - 12 hours). The probability fields for these mentioned characteristics, either 
individual or combined, can be represented by a superposition of probabilities for air parcels 
reaching each grid area in the chosen domain or on a geographical map. 

Let us consider several common approaches to construct probability fields based on trajectory 
modelling results (Baklanov & Mahura, 2001; Mahura, 2001; Mahura & Baklanov, 2002). For all 
approaches, initially, a gridded domain having Mlat х Mlon latitude vs. longitude grid points with a 
size of ∆Y x ∆X degrees latitude vs. longitude should be constructed. The selection of sizes ∆Y and 
∆X depends on the resolution of original meteorological fields used for calculation of trajectories. 
The number of latitudinal and longitudinal grid points - Mlat and Mlon – is selected taking into 
account the farthest geographical boundaries which might be reached by air masses during the 
period studied. Time t is the output modelling time interval which is equal 12 hours for our study. 

The first approach to construct such fields considers the number of trajectory intersections 

with each cell of the gridded domain ( ijCELLN ): 
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where:       

Yk,t, ,Yk,t – longitude and latitude of k-trajectory at time t;  
Xi , Xi+1 – longitudinal boundaries of the grid cells of the gridded domain;  
Yj , Yj+1 – latitudinal boundaries of the grid cells of the gridded domain;  
Ntr – total number of trajectories during the period studied (number of days  
considered * 8 trajectories per day);  
Mlat , Mlon  - number of the grid points in domain along latitude and longitude. 

Examples, given in Fig 3.2.1ab, show the first type of the probability fields: isolines with 
number of trajectories underline the number of passages by trajectories over the territories. The 
close to the site the isoline is located, when the larger the number of trajectory passages. The shape 
of isoline is dependent on the dominating atmospheric transport patterns. 
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(a)    (b) 

Figure 2.3.1. First type of airflow fields for the: a) source (Kamchatka NRS, Russia) and b) receptor 
(Anchorage, Alaska) points. 

 
The second approach for construction of probabilistic fields uses an assumption that the total 

sum of contributions from all individual grid cells of domain is equal to 100%. Hence, the 
contribution or probability that a given trajectory might reach the geographical boundaries of the 
individual cell could be estimated as follows: 
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where:  

Pi,j  - probability of trajectory intersections with a particular cell of the gridded domain;  
Ntot – total number of trajectory intersections with all cells of the gridded domain. 

Examples, given in Fig 3.2.2ab, show the second type of the probability fields: isolines with 
percentage of trajectories from the total calculated number of trajectories underline the percentage 
of passages by trajectories over the territories. 

  
(a)    (b) 

Figure 2.3.2. Second type of airflow fields for the: a) source (Kamchatka NRS, Russia) and b) receptor 
(Anchorage, Alaska) points. 
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The third approach for construction of probabilistic fields uses an assumption that for an 
individual site there is always a region where there is the highest probability of the maximum 
possible impact due to atmospheric transport. The borders of such region (or more precisely, the 
cells included in such region) could be estimated by comparing the number of trajectory 
intersections with the cells (adjacent to the site location) with the cell where the maximum number 
of intersections occurred: { }

MlonMlattCELLCELLAMC NNN
,1,1

,...,max= . Among all grid cells, the cell where 
the absolute maximum of intersections occurred would be identified as an “absolute maximum cell” 
(AMC). Because all trajectories start near the site region, to account for the contribution into the 
flow at larger distances from the site, the area of maximum to cells adjacent to the AMC was 
extended. The number of intersections in cells adjacent to AMC was compared, and then assigned 
additional cells, which had difference of less than 10% between cells. Therefore, this new “area of 
maxima”, if isolines are drawn, will represent the area of the highest probability of the possible 
impact (AHPPI) from the site. Assuming a value of 100% for this area, the rest could be re-
calculated as percentage of the area at the highest probability of the possible impact, or:  
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where:  

jiAHPMIP
,  - probability of the NRS impact with respect to the area of the highest probability of 

the possible impact (AHPPI) of the site; 
ND  - total sum of trajectory intersections with cells from the gridded domain, except the cells 
located in the boundaries of AHPPI for the site; 
NAHPMI – total sum of trajectory intersections with cells from the gridded domain located 
within the boundaries of AHPPI for the site. 

  
(a)    (b) 

Figure 2.3.3. Third type of airflow fields for the: a) source (Kamchatka NRS, Russia) and b) receptor 
(Anchorage, Alaska) points. 



 16

 
For example, as shown in Fig. 3.2.3ab, the isolines start from “10” (%) and show contribution 

of cells into the total redistribution of the airflow around the site with respect to AHPPI. The 
boundaries of AHPPI are outlined by the isoline of “>90” (%). These both fields showed dominance 
of the westerly flows from/to the source (Kamchatka) and receptor (Anchorage) sites.  

Depending on the considered duration of trajectories it is possible to construct the probability 
fields for the required terms. If the general atmospheric transport patterns from/to site or region are 
investigated than the airflow probability fields could be constructed based on the long-duration 
trajectories, for example, 5 and 10 days. The latter (10-day trajectories) is more valuable if 
variability of geographical boundaries of the potential remote source/receptor regions are under 
investigation. In construction of such fields the entire path of trajectories is considered – i.e. 
trajectory locations at every selected time interval during atmospheric transport. Such examples are 
shown in Fig. 2.3.4ab for the source (nuclear risk site) and receptor (most populated city of the State 
of Alaska) points. 

  
(a)    (b) 

Figure 2.3.4. Examples of the airflow probability fields for the: a) source (Barsebaeck NPP, Sweden) and b) 
receptor (Anchorage, Alaska) points. 

  
(a)    (b) 

Figure 2.3.5. Examples of the fast transport probability fields for the: a) source (Ignalina NPP, Lithuania) 
and b) receptor (Nome, Alaska) points. 

If the cases of potential accidental releases of hazardous material from the sites occurred or 
elevated concentration of dangerous pollutants was measured at the monitoring stations, than the 
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probability fields for the shorter time periods or at the exact terms are valuable. In construction of 
such fields the endpoints of trajectory paths at selected terms are considered – i.e. trajectory 
locations at exact time interval during atmospheric transport. These examples are shown in Fig. 
2.3.5ab for the source (nuclear power plant in Lithuania, 0.5 days) and receptor (Nome - one of the 
populated cities of the State of Alaska, 1 day) points. 
 
III. RESULTS AND DISCUSSION 
 

Several approaches in analysis of atmospheric trajectories for identification of the source-
receptor relationship will be considered in this section of report. First simple approach is the use of 
individual and combined forward and backward trajectories (as a result of trajectory modelling of 
individual and multi-year trajectories). Second approach is the use of individual and combined 
atmospheric transport pathways from/ to sites and regions (as a result of cluster analysis of 
atmospheric trajectories for a long-term period). Third approach is the use of individual and 
combined probabilistic fields (as a result of probability fields analyses of atmospheric trajectories 
for a long-term period). It should be noted that results of trajectory modelling and their statistical 
analyses, shown in this report, were used accumulated from different studies performed during 
1995-2003. 

 
3.1. USING INDIVIDUAL BACKWARD/ FORWARD TRAJECTORIES TO IDENTIFY 
POTENTIAL SOURCE/ RECEPTOR REGIONS FOR RECEPTOR/ SOURCE POINTS 

 

The simplest way to identify a potential source region for the specific dates (when an elevated 
concentration of a particular pollutant was observed) is to calculate backward trajectory/ trajectories 
arriving at the receptor point at the altitudes of measurements/ observations. Such individual 
trajectory can be used as an indicator of 1) existence of potential geographical source region with its 
approximate boundaries, 2) travel time from the potential source region, 3) spatial variations during 
atmospheric transport when reactions of different nature might have different contribution. 

Similarly, the simplest way to identify a potential receptor region for the specific dates (when 
a hypothetical or real accidents of nuclear, chemical, biological danger occurred at known locations 
of risk sites or sites of concern) is to calculate forward trajectory/ trajectories originating and 
departing from the source point at the altitudes of releases.  Such individual trajectory can be used 
as an indicator of 1) existence of potential geographical receptor region with its approximate 
boundaries, 2) travel time to the potential receptor region, 3) spatial variations during atmospheric 
transport when reactions of different nature might have different contribution. 

 

Specific Dates with Consistent Airflow to Receptor Points 
Let us consider several specific dates (or cases) when the elevated concentrations of pollutants 

(including CO, CO2, aerosols, etc.) were recorded at Guam (Jaffe et al., 1997b). For these dates, to 
locate the original possible source regions we calculated individual trajectories (as shown in Fig. 
3.1.1) arrived at Guam at dates when the higher concentration of pollutant was observed. The Fig. 
3.1.1a shows that the source region is located in the northern latitudes. It represents a possible 
latitudinal transport of the polluted air mass across the North Pacific Ocean from the free 
troposphere in the northern latitudes (descending trajectories toward the equatorial zone). The Fig. 
3.1.1b shows transport from the east. The origin of trajectories is in the middle of the North Pacific 
region over the oceanic surface. The atmospheric transport occurred within the lower troposphere, 
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and it is a relatively slow transport. Although there is no a direct source of industrial pollution in 
this area, we can suggest a possible explanation as the following. First, it is a redistributed polluted 
air mass arrived from the Asian continent (spring, and in particular, April, is known as one of the 
months of the relatively fast transport toward the North America continent). Second, there might be 
a possibility that the natural sources which are active in this region during spring (sea salt particles, 
DMS). The Fig. 3.1.1c shows almost a direct transport from the west along the intertropical 
convergence zone (ITCZ). For this case, the transport is observed within the boundary layer. The 
elevated concentration, recorded at Guam, can be attributed to the burning season on the Indochina 
Peninsula and adjacent islands of Borneo, Java, and others. In particular, it is associated with the 
agricultural activities and forest fires during the fall season. 

   
(a)                                                        (b)                                                    (c) 

Figure 3.1.1. Isentropic backward trajectories arrived at Guam and showed airflow convergence. 

 

Finally, we should note that all these backward trajectories showed the consistent air flow and 
converged. Therefore, we clearly can say about the potential geographical source regions from 
which the polluted air mass arrived and brought elevated concentrations of pollutants. But, it is not 
always a case.  

 

Specific Dates with Inconsistent Airflow to Receptor Points 
Let us consider several specific dates, as shown in Fig. 3.1.2, when the elevated concentration 

of pollutant was observed at the site. 

The Fig. 3.1.2a shows a consistent airflow only during the first several days before arrival at 
Guam. Although geographically there is an expansion of the possible source region boundaries as 
well as altitudinal boundaries, we still can associate the elevated concentration at the receptor point 
(Guam) with the transport from the Asian industrial sources on the seashore of China. The Fig. 
3.1.2b shows a more complex structure. The atmospheric transport observed from a wider sector of 
the Asian continent and also, possibly, from the industrial sources in the southern parts – Ural and 
West Siberia - of the Former Soviet Union (FSU). The altitudinal variation had increased too – from 
the boundary layer to the free-flow troposphere. The Fig. 3.1.2c shows an extreme example. The 
trajectories showing a strong divergence of the air flow arrived at Guam. For this case, the elevated 
concentration might be associated with the atmospheric transport from the opposite directions – 
west (continental transport from Asia) and east (maritime transport from the Central North Pacific 
ocean), i.e. from different potential source regions. Therefore, we can conclude that usage of only 
one trajectory (as mostly studies employed due to computational expenses) for interpretation of the 
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elevated concentration of various species at the receptor points vs. possible geographical source 
regions (associated with source points) is not sufficient. The calculation of several trajectories 
simultaneously at one altitude as well as at several altitudes will be required, and it is the most 
correct and useful approach for the specific dates (or cases) studies compared with only one 
trajectory calculation. 

 
(a)                                                        (b)                                                    (c) 

Figure 3.1.2. Isentropic backward trajectories arrived at Guam and showed airflow divergence. 

 

Specific Dates with Consistent Airflow from Source Points 
Similarly, the individual forward trajectories can be used to identify the potential receptor 

regions if they originated over the known source points/ sites. Let us consider several specific dates 
(or cases) when the hypothetical accidental releases occurred at risk sites. For these dates, to locate 
the potential receptor regions we calculated individual forward trajectories (as shown in Fig. 3.1.3). 
The Fig. 3.1.3a shows that for the Loviisa NPP (Finland) the  boundaries of the receptor region are 
located to the east of the site along the 45-60°N latitudinal belt. For the boundary layer transport the 
receptor region is in the central part of Russia; for the free troposphere transport (which occurred 
after several days) – over the Ural mountains.  

 
(a)                                                        (b)                                                    (c) 

Figure 3.1.3. Isentropic forward trajectories originated at the a) Loviisa NPP, Finland, b) Kamchatka site, 
Russia, c) Olkiluoto (TVO) NPP, Finland and showed airflow convergence. 

The Fig. 3.1.1b shows trajectories originated over the Kamchatka site (Russian Far East). The 
potential receptor regions for this site are located along 20 degrees latitudinal belt (50-70°N). Two 
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potential receptor regions should be considered. The first region, after a first few days of released 
radioactivity cloud motion within the boundary layer from the site, is an interior of the State of 
Alaska. The second region is over the western seashore of North America (industrialized populated 
regions and counties on the shore of the Pacific Ocean). As seen from this figure, the air mass did 
not pass the Rocky mountains and it descended down the mountain slops to the surface. The Fig. 
3.1.3c, similarly to the Loviisa site, showed the same receptor regions for the Olkiluoto (TVO, 
Finland) nuclear plant, although the receptor region over the Ural mountains is located higher by 
altitude – in the middle troposphere (≈4-5 km). 

 

Specific Dates with Inconsistent Airflow from Source Points 
Let us consider several specific dates (or cases) when the hypothetical accidental releases of 

radioactivity occurred at the risk sites, but during atmospheric transport the trajectories showed a 
significant divergence of flow. For these dates, to locate the potential receptor regions we calculated 
individual forward trajectories (as shown in Fig. 3.1.4).  

 
(a)                                                        (b)                                                    (c) 

Figure 3.1.4. Isentropic forward trajectories originated at a) Kamchatka NRS, Russia, b) Loviisa NPP, 
Finland, c) Vladivostok NRS, Russia and showed airflow divergence. 

As for the specific dates when airflow was consistent, and hence, the potential receptor 
regions were situated along the path of trajectories, the dates shown in Fig. 3.1.4 have another 
peculiarity – the receptor regions can be situated even in the opposite directions. The Fig. 3.1.4a 
shows that there are two potential receptor regions for the hypothetical release occurred at the 
Kamchatka site at 10 Feb 1996, 00 UTC. One of  the regions is to the north of the site (2000-2500 
km, Arctic seashore of Russia). Other region is to the east of the site (5000-5500 km, over the 
eastern part of the North Pacific Ocean). The Fig. 3.1.4b shows that there are also two distant 
potential receptor regions located in the opposite directions from the Loviisa NPP. Although both 
receptor regions are located within the Arctic latitudes: the first is over the Greenland and 
surrounding Arctic seas (to the west of the plant), the second is over the Russian Arctic (to the east 
of the site). Moreover, during the first few days the receptor region on a regional scale is the 
Northwest Russia. The Fig. 3.1.4c shows that there are also several receptor regions for the 
hypothetical release at the Vladivostok site at 17 May 1995, 12 UTC. The first region (relatively 
closely located, on a range of 1500 km from the site) is situated over the Magadan and Kamchatka 
regions and Okhotsk Sea. Two others are more distant regions. The first of these two is over the belt 
of the Aleutian Chan Islands (5000-6000 km to the east of the site). The second region is over the 
Gulf of Alaska, southern territories of the State of Alaska, and the Canadian Arctic (8000-10000 km 
to the east of the site). 

As we seen, the individual trajectories sometimes can be successfully used when specific 
cases are considered, although in situations of airflow strong divergence during atmospheric 
transport from/to sites the trajectories became more “questionable and confusing” for clear 
identification of sources and receptors for pollutants. 
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For individual trajectories used in interpretation of  source-receptor relationship there is a 
problem related to a question: What occurs when a longer period of multiple trajectories is 
considered? Does it change an identification of the source-receptor relationship for atmospheric 
pollutants? Hence, let’s us consider another approach to extract this “when” information. 

 
3.2. CLUSTERING OF BACKWARD TRAJECTORIES TO IDENTIFY POTENTIAL 
SOURCE REGIONS FOR RECEPTOR POINTS 

 

The cluster analysis of trajectories both backward and forward for the long-term periods of 
time in the atmospheric sciences is one of the most useful tools to identify the general airflow 
patterns, including average transport times and probabilities of transport, within meteorological 
systems. Cluster analysis of forward trajectories allows identification of the common atmospheric 
transport pathways from a selected site (source point). Cluster analysis of backward trajectories 
allows identification of the common atmospheric transport pathways to a selected site (receptor 
point).  

 

Cluster Analysis for Identification of Atmospheric Transport Pathways to Receptor Points 
The Fig. 3.2.1 shows cluster analysis results for two receptor points – Nome and Shemya - 

located in Alaska. For clustering, we used a multiyear (1991-1995) dataset of backward trajectories 
arrived at both sites. Therefore, the general atmospheric transport pathways to the selected sites are 
the average annual characteristics. The specifity in the selection of the number of clusters was 
related to project purpose to identify a cluster, which is located as closer as possible to the source 
point, i.e. the Bilibino NPP region (Mahura et al., 1997). For Nome (Fig. 3.2.1a), we identified 6 
clusters or atmospheric transport pathways to the site. Three clusters (#2, 3, and 5) showed transport 
from the west and occur in total 49% of the time.  

  
(a)    (b) 

Figure 3.2.1. Atmospheric transport pathways to receptor points in Alaska: a) Nome and b) Shemya.  

The cluster #1 (17% of the time) represented transport from the south. Two other clusters (#4, 
6) showed transport from the Northern Arctic latitudes of Alaska (21%) and Canadian Arctic 
(13%). The cluster #5 (9%) is the closest located to the Bilibino NPP (source point) region. 
Therefore, we can conclude that on an annual basis the probability of atmospheric transport to 
Nome (receptor point) is 9% of the time, and on average it can take of 2.5 days. A similar 
interpretation could be done for Shemya (Fig. 3.2.1b), where we identified on an annual basis 7 
clusters or atmospheric transport pathways to the site. There is no cluster located closely to the 
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Bilibino NPP region compared with Nome, although we still might assume that such possibility 
could exist. We know, that in the cluster analysis output and visualization some information 
between clusters is missing, and therefore, another type of analysis would be required to avoid this 
information gap (see §3.5). 

We should note that the trajectory curvature of each of the transport pathway (or mean cluster 
trajectory) is a good indicator of the cyclonic or anticyclonic circulation in the airflow. For 
example, as shown in Fig. 3.2.1a, the cluster #3 is an indicator of the cyclonic circulation, i.e. the air 
mass would be moving in the anticlockwise direction. In opposite case, as shown in Fig. 3.2.1b, the 
cluster #3 is an indicator of the anticyclonic circulation, i.e. the air mass would be moving in the 
clockwise direction. Additionally, we should note that for the sites (for example, such as Shemya) 
located in the areas of the high atmospheric activities (for example, the Aleutian Low) the 
calculated trajectories have a complex structure. Shemya is located along the main track of cyclones 
moving toward north-eastern direction as well as the Bering Sea area is well known as an area for 
the stagnation of cyclones. Therefore, the clustering of trajectories outlined a complex structure of 
the atmospheric transport pathways for this site as shown in Fig. 3.2.1b. 

 

Cluster Analysis for Trajectories of Different Duration 
The trajectories of longer duration (more than 5 days) experienced problems in quality of 

calculation, and hence, are less reliable. Although we should note, that for specific dates studies, 
especially, related to identification of the source regions the longer duration of trajectory is a better 
choice. Let us consider differences in clustering of 5 vs. 10 day backward trajectories. For this 
purpose, we will use trajectories for the Guam specific dates during 1989-1994 (Fig. 3.2.2). In 
particular, all these trajectories – for 87 specific dates - showed elevated concentration of CO2 at  
the Guam measurement site (Jaffe et al., 1997b). The difference between 5 and 10 day trajectories 
is only that for 5 day trajectories the same dataset of trajectories was resorted, i.e. all trajectories 
were terminated exactly at 5 days of transport as well as at 10 days of transport. 

 
Figure 3.2.2. Isentropic backward trajectories arrived at Guam for the selected specific dates during 1989-

1994. 

 

The results of clustering (Mahura & Jaffe, 1998) are shown in Fig. 3.2.3. For the specific 
dates, the clustering of 5 days trajectories showed (Fig. 3.2.3a) 6 clusters. The major transport to 
Guam occurred from the eastern direction – clusters #3 and 5 with 40 and 35% of the time, 
respectively – the Central North Pacific region. The slow atmospheric transport from the west – 
cluster #2 (15% of the time) – is associated with the transport from the equatorial band islands of 
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Borneo, Java, and others. The transport from continental territories of Asian occurred 8% of the 
time, and from the southern remote areas of FSU – only 2% of the time.  

The cluster analysis of 10 days trajectories arrived at Guam for the same specific dates 
showed also the dominance of the atmospheric transport from the east – 66% of the time (as shown 
in Fig. 3.2.3b). Transport from the Asian sector occurred 34% of the time, where the Indochina 
region contributed only 6%, and the rest is from the seashore (23%) and continental (5%) parts of 
Asia. Based on this analysis we can conclude that, in general, there is a difference in results of the 
cluster analysis for trajectories of different duration, although the presence of the major transport 
patterns remained the same, for example, as dominance of transport from the east to Guam. It seems 
more valuable to use for identification of the source regions for the receptor points the trajectories 
of longer duration (in order to account more distant source regions with respect to the receptor 
points), although there is a factor of uncertainty due to quality of trajectory calculation. 

 
(a)    (b) 

Figure 3.2.3. Atmospheric transport pathways to Guam based on clustering of a) 5 days and b) 10 days 
isentropic trajectories. 

 

Approaches in Grouping of Trajectories 

Several approaches can be selected for the trajectory grouping. First approach is a grouping of 
trajectories on a temporal scale. The second is an altitudinal grouping of trajectories. 

We should note that the annual atmospheric transport pathways, based on a multiyear dataset, 
is useful information, although a separation of trajectories into smaller “temporal” groups – by year, 
season, month, UTC term, etc. - can provide more detailed information. For example, let us 
consider a seasonal variability for the same Guam’s specific cases (Mahura & Jaffe, 1998). The 
trajectories for these specific dates (sorted by season) are shown in Fig. 3.2.4.  

The visual inspection showed that summer-fall had the lowest number of cases attributed to 
the continental Asia sources, and when the elevated concentrations were observed at Guam. The fall 
represented the increased number of transport (southerly of 15ºN) from the Indochina region and 
equatorial islands due to agricultural burning and forest fires. During winter-spring, most of the 
time the atmospheric transport occurred from the Central North Pacific region, although 
occasionally there are cases of transport from the Asian source located northerly of 15ºN. Observing 
a seasonal variation in identification of the source regions for trajectories, it seems reasonable that 
the cluster analysis of trajectories by season will provide more representative information about 
variations in the occurrence of the specific dates at Guam. 
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Spring     Summer 

  
Fall    Winter 

Figure 3.2.4. Isentropic backward trajectories arrived at Guam by season (for the selected specific dates 
during 1989-1994). 

 

Altitudinal Variations of Trajectories 
To evaluate the airflow patterns variability it is important to consider also the altitudinal 

variation of trajectories. For these purposes, it would be useful to calculate trajectories at several 
altitudes. For example, as shown in Figs. 3.2.5abc, we plotted all 10-day backward trajectories 
arrived at Barrow, Alaska during 1985 at three altitudes of 500, 1500, and 3000 m above sea level 
(asl). These altitudes represent transports within the boundary layer, boundary region between the 
boundary layer and free troposphere, and free troposphere. The trajectories were plotted to identify 
the frequency of atmospheric transport from several potential source regions (European and 
Taymyr, Canadian Arctic, and 3 regions of the North Pacific) for atmospheric pollutants. As shown 
on these figures, there is a significant extension of trajectory coverage/passage over the source 
regions with an increasing of altitude. The origin of trajectories arrived at Barrow is also located 
more farther from the site with an increasing of altitude, but the transport time decreased (except for 
the Canadian Arctic region due to its proximity to Barrow) as shown in Tab. 3.2.1. Moreover, the 
variability of trajectories at three altitudes vs. source regions were investigated by Mahura et al., 
2003b and showed some peculiarities (Tab. 3.2.1). 

The number of trajectories passing over several regions simultaneously (MT category) 
increased by 3 times at 3 km compared with 0.5 km altitude. The atmospheric transport from the 
Pacific (NP1, NP2, and NP3) and European (ER) regions increased with an increasing of altitude. 
Number of trajectories from the Canadian Arctic (CA) and Taymyr (TR) regions decreased with 
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altitude increased. But atmospheric transport from these two regions is still remained as dominating 
pattern compared with other source regions. 

 

 
(a)                                                        (b)                                                    (c) 

Figure 3.2.5. Isentropic backward trajectories arrived at Barrow, Alaska during 1985 at altitudes of a) 500 
m, b) 1500 m, and c) 3000 m. 

 
Table 3.2.1. Transport patterns for Barrow at different altitudes vs. source regions. 

 
Region 

vs. 

Altitude 

(km) 

No 

Source 

European 

ER 

Taymyr 

TR 

West North 

Pacific 

NP1 

Central North 

Pacific 

NP2 

East North 

Pacific 

NP3 

Canadian  

Arctic 

CA 

Mixed 

Trajectories 

MT 

 Annual average and interannual range of distribution of trajectories (in %) 

0.5 27.5 

(23.4-33.7) 

1.2  

(0-2.6) 

11.2 

(5.9-16.8) 

1.6 

(0.3-3.6) 

3.6 

(1.8-5.5) 

2.4 

(0.9-6.7) 

38.2 

(26.8-49.2) 

14.3 

(10.7-17.3) 

1.5 21.7 

(18.7-27.3) 

1.9 

(0.1-4.8) 

11.8 

(7.1-16.8) 

4.7 

(2.6-7.9) 

5.1 

(2.3-7.8) 

2.8 

(1-6.3) 

25.9 

(16.4-33.1) 

26.1 

(20.4-30.5) 

3.0 14.7 

(10.7-20) 

3.4 

(1-7.8) 

8.0 

(5.9-9.9) 

6.9 

(5.3-9.2) 

5.6 

(4.2-8.1) 

3.0 

(1.1-5.8) 

14.6 

(9.6-18.9) 

43.7 

(37.3-49.6) 

 Average transport time ± standard deviation (in days) 

0.5  7.6±1.6 6.1±2.1 7.3±1.7 6.6±2.1 6.0±2.2 3.2±2.5  

1.5  6.8±2.0 6.1±2.3 6.5±2.0 5.8±2.2 6.0±2.2 3.2±2.5  

3.0  6.0±2.1 6.0±2.3 5.9±2.2 5.6±2.4 5.4±2.4 3.6±2.6  

 
The interannual variability of atmospheric transport to Barrow from regions is large. In some 

years – there is no any transport or there is very low probability of transport from a region (for 
example, for the European region at altitudes of 0.5 and 1.5 km). In other years – there is a 
substantial ten-times and more increase in transport from a region (for example, for the European 
and North Pacific regions). 
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3.3. CLUSTERING OF FORWARD TRAJECTORIES TO IDENTIFY POTENTIAL 
RECEPTOR REGIONS FOR SOURCE POINTS 

 
If a multiyear dataset of trajectories is available than it is possible to identify the general 

atmospheric transport from the selected points/regions of concern. For example, as shown in Fig. 
3.3.1ab, the annual atmospheric transport pathways from  the Vladivostok naval base (Russian Far 
East) (Fig. 3.3.1a) and the nuclear power plant (Fig. 3.3.1b) on the Kola Peninsula of Russia were 
evaluated employing the cluster analysis technique. 

 
(a)                                                                                (b) 

Figure 3.3.1. Annual atmospheric transport pathways for trajectories originated within the boundary layer a) 
from the Vladivostok naval base (based on 1987-1996 trajectories) and b) from the Kola nuclear power plant 

(based on 1991-1996 trajectories). 
 
For the Vladivostok naval base, six clusters were identified for the trajectories originating 

within the boundary layer over the site region (Fig. 3.3.1a). Four of them (#1, 3, 5 and 6 with 32, 3, 
11 and 21% of occurrence, respectively) also show westerly flow. These were observed about 67% 
of the time. Among these clusters, cluster #3 represents the possibility of the relatively rapid 
westerly flow toward the North America territories. Cluster #4 (22%) shows easterly flow. Cluster 
#2, which occur 11% of the time, is transport with a northward component of the flow through the 
Okhotsk Sea. Throughout the year, westerly flow is also dominant for the base region. Transport 
from the west varies from 68% (in fall) to 82% (in summer) of the time. Transport from the east 
occurs only during winter-spring and varies from 7% (in spring) to 10% (in winter) of the cases. 
Transport with the northward component is a peculiarity of the site. It is reflected in each season 
throughout the year and varies from 14% (in winter) to 32% (in fall) of the time. 

For the Kola nuclear power plant, six clusters were identified for the region (Fig. 3.3.1b). 
Four of them (#1, 2, 3 and 4 with 27, 22, 10 and 16% of occurrence, respectively) show westerly 
flow. These observed about 75% of the time. Cluster #6 (7%) shows easterly flow toward the 
Northern Atlantic both within the boundary layer and free troposphere. Cluster #5, which occur 
18% of the time, is transport to southwest through the Scandinavian Peninsula into the Baltic Sea. 
Throughout the year, westerly flow is predominant for the plant region. Transport from the west 
varies from 68% (in fall) to 94% (in spring) of the time. Transport from the east occurs from 3% (in 
winter) to 26% (in summer) of the cases. Transport with the southward component take place 15% 
of the time (in winter) increasing up to 25% (in fall). Analyzing trajectories at the higher altitudes - 
1.5 and 3 km asl - we also found that within the free troposphere the probability of transport from 
west increases up to 90%. 

For both sites considered the receptor regions are more likely to be located in the eastern 
sector from the sites. For the Vladivostok naval base, these are areas of the Japanese Islands and the 
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Aleutian Chain Islands, US in the North Pacific region (in total, more than 60% of the time air 
masses could pass over these regions).  Moreover, the populated areas of the North-West China and 
the Magadan region, Russia are also should be considered as receptor regions (accounting for 33% 
of the potential transport over these regions). For the Kola nuclear power plant, the receptor regions 
are mostly to the east of the site, although a region over Iceland can be identified. 

In both cases, different scales for receptor regions with respect to sources could be seen. First, 
the receptor regions are situated on the regional scale from the sources. For example, the Japanese 
Islands, Magadan, and North-West China regions are regions located within several hundreds km 
range from the naval base (Fig. 3.3.1a). The North-West Russia and some of the Scandinavian 
countries are also regions located within the same range with respect to the nuclear plant (Fig. 
3.3.1b). Second, the receptor regions situated on the large-scale and far remotely from the sources. 
For example, the Aleutian Chain Islands with respect to the Vladivostok site (Fig. 3.3.1a) and the 
industrialized Ural and Western Siberia regions of Russia with respect to the nuclear plant (Fig. 
3.3.1b).  

Such cluster analyses provided brief and crude information about potential geographical 
receptor regions with respect to sources, although it did not underline and distinguish the 
boundaries of these regions. Hence, we can only speculatively define the potential geographical 
boundaries of receptor regions as well as probability of how often atmospheric transport to these 
regions can occur on different temporal scale (i.e. if annual, seasonal, monthly variability of 
transport pathways are considered). 

 
3.4. COMBINED ANALYSIS OF FORWARD-BACKWARD TRAJECTORIES FOR 
IDENTIFICATION OF  SOURCE-RECEPTOR RELATIONSHIP   

 

To compare the degree of the dependence of the receptor vs. source point/region, the 
combined analyses can be performed. Let us consider analyses of source-receptor relationship for 
two sites located in the North Pacific region. 

For the Kamchatka site, serving as a nuclear source, six clusters were identified for the 
trajectories originating over the site region within the boundary layer (Fig. 3.4.1a). Four of them 
(#1, 2, 3 and 4 with 2, 31, 8 and 22% of occurrence, respectively) show westerly flow. These were 
observed about 63% of the time. Cluster #1 was used to show the possibility of the relatively rapid 
westerly flow toward the State of Alaska and Canadian territories. Cluster #6 (8%) shows easterly 
flow toward the continent both within the boundary layer and free troposphere. Cluster #5, which 
occurred 29% of the time, represents transport to the west, but it is significantly slower when 
compared to cluster #6. Throughout the year, westerly flow is predominant for the site. Transport 
from the western directions varies from 63% (in winter) to 87% (in spring) of the time. Transport 
from the eastern directions occurs from 15% (in fall) to 37% (in winter) of the cases. Transport in 
the northward direction is only apparent during fall, and it is equal to 17% of the cases. 

For Anchorage, one of the most populated cities of the State of Alaska and located on the 
south side of the Alaska Range, most of the transport is from the south and south-west (Fig. 3.4.1b). 
This situation occurred more than 80% of the time. Clusters (#1, #2, #3, and #5) have a significant 
cyclonic curvature and correspond with transport by the Aleutian Low. These regions are also the 
main cyclone pathways. Approximately 8% of the trajectories are in cluster #4, which showed 
north-easterly flow with a 5-day origin over the Northern Canada and it had an anticyclonic 
curvature. As seen, in about 13% of the cases the transport is associated from the Kamchatka 
Peninsula as shown by cluster #5. In about 7% of the cases the transport is associated from another 
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potential source (Bilibino nuclear power plant, Russia) as shown by cluster #6. Seasonal variability 
of these patterns is discussed in Jaffe et al., 1997a and Mahura et al., 2002. 

 
(a)    (b) 

Figure 3.4.1. Annual atmospheric transport pathways for trajectories originated within the boundary layer a) 
from the Kamchatka site, Russia (based on 1987-1996 trajectories) and b) to Anchorage city, Alaska, US 

(based on 1991-1995 trajectories). 

 
For the Kamchatka site, the remote populated receptor regions are more likely to be situated 

within the Russian Far East (less than 10% of transport occurred in this direction) and the State of 
Alaska, US (more than 60% of transport occurred in that direction) territories. Moreover, 
approximately 30% showed that the receptor areas are on the local to meso-scales. For Anchorage, 
all potential source regions are situated farther than a 1000-km range. These are the Kamchatka and 
Chukotka regions of Russia with the surrounding seas, Canadian Arctic territories, and the Gulf of 
Alaska. Practically all these source regions, except the Canadian, are located to the west of the site 
showing the dominating transport by westerlies (92% of the time).  

Among all clusters, shown in Fig. 3.4.1, only four for each site were intercepted along the 
paths of air parcels motion. The transport - along the northern part of the Aleutian Chain Islands and 
the southern aquatoria of the Bering Sea (1st path) - from the Kamchatka site occurred 53% vs. 50% 
of the time for air masses arrived at Anchorage. Transport toward/from the Gulf of Alaska (2nd 
path) occurred 8% vs. 30% of the time for the Kamchatka and Anchorage sites, respectively. 
Transport over the middle aquatoria of the Bering Sea (3rd path) occurred in less than 5% of the 
cases. Hence, the most probably atmospheric transport from Kamchatka to Anchorage will be 
though the first joint path occurred more than 50% of the time for both sites with times of transport 
ranging from 6 to 8 days. Two others paths are less probable. For the 3rd path the transport times 
will be – from 4 to 6 days, and for the 2nd path – from 9 to 10 days.  

Based on comparison of intersections for atmospheric transport pathways from/to sites of 
concern (source/ receptor) it is possible: 1) to identify the most probable joint transport pathway for 
air parcels departing/arriving  from/at  the sites; 2) to evaluate what is a probability of occurrence of 
such transport pathway, 4) to calculate how much time (days) it will take for an air mass to travel 
between two sites, 3) to estimate where (a belt or region of geographical territory) an interception of 
air masses arriving/departing will occur. 

For clustered both forward and backward trajectories used in interpretation of  source-receptor 
relationship there is a problem related to a question: What occurs between atmospheric transport 
pathways? Does it change an identification of the source-receptor relationship for atmospheric 
pollutants? Hence, let’s consider another approach to extract this “between” information. 
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3.5. PROBABILISTIC FIELDS ANALYSIS FOR SOURCE POINTS TO IDENTIFY 
RECEPTOR REGIONS 

 

Another way to identify more detailed geographical boundaries of potential receptor regions 
for the source points is use the method of probability fields analysis shown in §2.3. Several 
examples of such fields are given in Figs. 3.5.1 and 3.5.2. These show the annual airflow 
probability fields constructed for the risk sites located in the Russian Far East (Fig 3.5.1) and Euro-
Arctic (Fig. 3.5.2) regions. All these sites showed an elliptical form of the airflow fields and a 
significant domination of westerly flows in formation of these fields, although some peculiarities 
can be seen. For both Arctic latitude sites there is a pattern of the airflow extension in the south-
western direction from the sites over the Magadan region and Finnish territories for the Bilibino and 
Kola sites of the Euro-Arctic region, respectively. Due to influence of the Gulf Stream current, the 
British site has more stretched field along the NE-SW direction compared with other directions as 
well as other sites. Similarly, the Vladivostok site, located along the main tracks of cyclonic system 
of the Aleutian Low,  has field also extended in the NE-SW direction. 

 
(a)                                                        (b)                                                    (c) 

Figure 3.5.1. Annual airflow probability fields for the Russian Far East nuclear risk sites (source points): a) 
Bilibino NPP, Russia, b) Kamchatka NRS, Russia, and c) Vladivostok NRS, Russia.  

All these fields reflect the potential impact (in %) on remote regions with respect to the area 
where the impact is the highest (i.e. within territories surrounding the site on the local and 
mesoscales). For example, considering the Bilibino site (Fig. 3.5.1a), one can mention that the 
probability of impact over the middle and southern territories of the Kamchatka Peninsula will be 
less than 5% of what can be within the boundaries (>90) of the area where the impact is the highest. 
In the same time (Fig. 5.3.1b), for the Aleutian Chain Islands (although they are reachable during 
atmospheric transport from the Kamchatka site) the chances of “being largely hit” by a 
contaminated radionuclide cloud are lower (from 40 to 10% of potential impact which might be in 
vicinity of the site) and practically negligible for the populated cities of the State of Alaska. In 
particular, employing the dispersion modelling approach for specific cases studies, Mahura et al., 
2002 showed that after 5 days of atmospheric transport the radionuclide time integrated air 
concentration (TIAC), dry deposition (DD), and wet deposition (WD) at most populated Alaskan 
cities (Anchorage, Fairbanks, Nome, etc.) were lower by 6-8 orders of magnitude compared with 
emitted amounts at the site. Employing the long-term dispersion modelling approach for the same 
site it was found that  over the studied territories (the Aleutian Chain Islands, State of Alaska, and 
Bering Sea aquatoria) the TIAC, DD, and WD decreased by 1-2 orders of magnitude. Moreover, all 
these fields as well as the airflow probability field had a significant seasonal variability. 

Considering interrelation between two sites – Kamchatka and Vladivostok – shown in Fig. 
3.5.1bc it should be noted that although the Kamchatka site is a potential receptor region for the 
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Vladivostok site, it is not valid if opposite (i.e. the airflow probability field of the Kamchatka site 
showed that territories surrounding the Vladivostok region are not reachable, and hence, impact will 
be negligible). 

The source points shown in Fig. 3.5.2 can be separated by geographical locations to the types 
of the climate regimes observed there. In particular, among 16 NRS considered in the Euro-Arctic 
region three groups were identified by peculiarities of the climatological airflow patterns, 
concentration and deposition fields (Mahura et al., 2003d). Among these sites, the Leningrad site 
shown in Fig. 3.5.2a is an inland type, the British site shown in Fig. 3.5.2b is a maritime type, and 
the Kola site shown in Fig. 3.5.2c is an Arctic type. Moreover, there is also an intermediate type 
related to the transport of the maritime/ inland regime. For the Kola and Leningrad sites, the 
European part of Russia extending to the Ural mountains represents a potential receptor pool. These 
are the most populated territories, especially the middle latitudes. For the British site, the receptor 
regions  are located in the N-E sector of the site – Scandinavian countries and countries along the 
seashore of the North and Barents Seas. 

 
(a)                                                        (b)                                                    (c) 

Figure 3.5.2. Annual airflow probability fields for the European nuclear risk sites (source points): a) 
Leningrad NPP, Russia, b) Block of the British NPPs, UK, and c) Kola NPP, Russia.  

Moreover, in addition to the airflow probability fields (which are mostly based on the longer 
duration of trajectories of up to 5-10 days depending on the objectives of the studies), the other 
types of fields can be used too. For example, Mahura et al., 2003a; Baklanov et al., 2003 used the 
fast transport (i.e. they considered trajectories during the first day of transport) probability fields to 
evaluate potential receptor regions and its boundaries for the Kursk nuclear submarine lifting, 
transportation, and decommissioning operation during 2001-2002. Similarly, Mahura et al., 1999; 
Saltbonis et al., 2000; Mahura & Baklanov, 2003a used trajectories of short duration to estimate 
possibility of the rapid atmospheric transport and farthest reaching boundaries on a geographical 
map from the nuclear plants as well as other nuclear risk sites (submarine bases, spent nuclear fuel 
facilities, nuclear weapons test site) in the Euro-Arctic and North Pacific regions (Mahura & 
Baklanov, 2002; Mahura et al., 2003c). 

The use of the constructed probability fields (which, as we mentioned, can be based on 
trajectories of different duration) for the source points can allow: 1) to identify the most probable 
directions of atmospheric transport and spatial distribution of flow patterns from the source points; 
2) to evaluate the farthest boundaries on a geographical map which might be reached during 
atmospheric transport; 3) to estimate and rank the levels, range, and probabilities of potential impact 
at the exact geographical receptor locations or specific receptor regions with defined borders. 
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3.6. PROBABILISTIC FIELDS ANALYSIS FOR RECEPTOR POINTS TO IDENTIFY 
SOURCE REGIONS 

 

Similarly to the probabilistic fields for the source points such fields can be constructed for the 
receptor points in order to identify potential source regions. As shown in Fig. 3.6.1 for two Alaskan 
cities – Anchorage and Nome – we considered not only potential source regions but also included 
already known source points such as the Bilibino site (BNRS) and Kamchatka site (KNRS).  

On an annual scale (3.6.1a), for Anchorage the potential remote source regions are located  
along the shore of the Arctic Ocean, in the North Pacific northerly of 35ºN, and Russian Far East 
including the Chukotka region. Both the Bilibino and Kamchatka sites are within a 5-10% belt of 
the isolines of AHPPI, and hence, they represent a similar order of potential impact to Anchorage 
compared with Nome. On an annual scale (3.6.1b), for Nome the potential remote source regions 
are located in the central parts of the Arctic Ocean, in the North Pacific northerly of 40ºN, and 
Russian Far East including the Chukotka region. The Bilibino site is within a 15-20% belt of the 
AHPPI isolines and represents the higher potential impact to Nome compared with the Kamchatka 
site, which is located only within a 5-10% belt. 

  
(a)                                                                              (b) 

Figure 3.6.1. Annual airflow probability fields for the North Pacific sites (receptor points): a) Anchorage, 
State of Alaska, US and b) Nome, State of Alaska, US. 

 

More detailed analysis of potential source regions can be done if airflow probability fields 
will be estimated when trajectories divided into groups by number of days of atmospheric transport. 
I.e. these fields can be constructed at individual time intervals when trajectories paths terminated at 
exact days. An example is shown in Fig. 3.6.2 for Anchorage. During the fist day (0.5 and 1.0) there 
is the highest probability that a contaminated air mass will arrive from the S-SE sector of the city 
(from the Gulf of Alaska, from a distance of up to 1500 km). During next day (1.5 and 2.0 days 
before arrival at the city) the area of a region from where an air mass will arrive to city increased 
significantly, and especially in the western direction by almost 20 degrees, as well as in the southern 
direction by next 10 degrees. The extension toward the North America (i.e. to the east of the site) 
was the smallest compared with the later two. Further, the propagation of the source region in the 
southern and western directions continued with a significant extension of its boundaries and areas 
over the Gulf of Alaska and North Pacific Ocean aquatoria. Moreover, there is a separation into 
several source-subregions located mostly along the Aleutian Chain Islands. 
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0.5 days                                        1.0 days                                                  1.5 days 

   
2.0 days                                        2.5 days                                                  5.0 days 

Figure 3.6.2. Spring airflow probability fields before arrival at Anchorage, Alaska at different time terms. 

 

For the Mauna Loa observatory (MLO, located at 3.5 km asl; Hawaii, USA) there is a strong 
day-night breeze circulation, and hence, a contribution of different patterns of atmospheric regime 
might be underlined. Trajectories arrived during spring at the MLO site at different terms – 00 and 
12 UTC - were analysed and they showed importance of the breeze circulation as well as presence 
of potential local sources on the observatory chemical measurement records. 

   
(a)    (b) 

Figure 3.6.3. Airflow probability fields during April for the Mauna Loa observatory, Hawaii, US : a) at the 
site altitude of 3.5 km asl, and b) below the site altitude. 

For investigation of importance of other sources rather than the well known Asian continent 
transport during spring, the analysis was done also at two levels: for trajectories arrived at altitude 
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of the MLO site (Fig. 3.6.3a) and for trajectories arrived below this altitude (Fig. 3.6.3b) during 
month of April, 1989-1994 (Mahura et al., 1997b). The examples of trajectories showing spring 
atmospheric transport from the Asian continent are shown in Fig. 3.6.3ab. The first figure shows 
atmospheric transport to the site with an origin within the boundary layer over the Indochina region 
of Asia, and the second figure shows trajectories with an origin within the free troposphere over the 
Asian continent. The Fig. 3.6.4c shows transport to MLO from the eastern direction – Central and 
North America - with an origin and a relatively slow transport within the boundary layer. Although 
during spring the later case is less often than the Asian continent transport, it still represents 
atmospheric transport from the industrialized countries, and hence, can not be neglected. 

Moreover, if the lower altitudes of arrival at MLO site are considered (as shown in Fig. 
3.6.3b) than there is significant change in the airflow patterns compared the higher altitude (as 
shown in Fig. 3.6.3a. First, the entire airflow field is more shifted from the Asian continent to the 
surrounding southern seas. Second, the clear presence of dominating transport from the eastern 
direction became evident although transport from the west also remained. This allows us to 
conclude that although during spring the Asian sources (such as dust transport, anthropogenic 
activity of rapidly developing Asian countries) are the major sources of pollution at MLO (as a 
receptor point), the other potential source regions such as the Central and North America should be 
also considered. 

     
(a)                                                        (b)                                                    (c) 

Figure 3.6.4. Isentropic trajectories showed atmospheric transport to the Mauna Loa observatory from the a) 
Asia, b) Asia, and c) Central and North America. 

 
The use of such probability fields (which, as we mentioned, can be based on trajectories of 

different duration) for the receptor points can allow: 1) to identify the most probable directions of 
atmospheric transport to the receptor points/regions as well as spatial distribution of flow patterns 
arrived at receptor points; 2) to evaluate the farthest boundaries on a geographical map from where 
potential pollutants can arrive at the receptor site; 3) to estimate and rank the levels, range, and 
probabilities of potential impact from the source points/regions on a geographical map with respect 
to the receptor point. 

 
3.7. COMBINED ANALYSIS OF PROBABILISTIC FIELDS FOR IDENTIFICATION 
OF SOURCE-RECEPTOR RELATIONSHIP 
 
Let us consider individual airflow probability fields (e.g. during summer) for the source 

(Kamchatka) and receptor (Nome and Anchorage) points (shown in Fig. 3.7.1). The prevailing 
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flows for atmospheric transport from the Kamchatka site are westerlies which mainly transport air 
parcels through the Bering Sea and along the Aleutian Chain Islands. The dominating direction for 
air parcels arrivals at Nome is from the south-west of the site, i.e. from the aquatoria and 
surroundings of the Bering Sea. The dominating direction for air parcels arrivals at Anchorage is 
from the south of the site, i.e. aquatoria and surroundings of the Gulf of Alaska. For Nome there is a 
higher possibility of air parcels arrivals from the Arctic Ocean region compared with Anchorage. 

The combinations of both summer airflow fields (source vs. receptor) are shown in Fig. 3.7.2. 
The intersections of airflow probability fields isolines showed a significant overlapping of these 
fields. As seen from Fig. 3.7.2a, during summer the possibility for an air parcel to leave the 
Kamchatka site region and arrive at Nome is high. Moreover, the rate of overlapping is the highest 
over the south-western parts of the Bering Sea, where it reaches a maximum of 50% of the area of 
the highest probability of possible impact (AHPPI) from the Kamchatka site as a source point, or 
50% of the area of the remote potential impact (ARPI) for Nome as a receptor point. Let’s call such 
interrelations (represented by overlapping between AHHPI and ARPI) as a sensitivity function field 
(represented by isolines of similar magnitudes and showing the areas and boundaries on a 
geographical map enclosed by these isolines). During summer the boundaries of the Nome airflow 
field are also more extended in the SE direction over the Gulf of Alaska.  

   
(a)                                                        (b)                                                    (c) 

Figure 3.7.1. Summer airflow probability fields for a) Nome (receptor point), b) Kamchatka site (source 
point), and c) Anchorage (receptor point). 

 

 
(a)                                                                               (b) 

Figure 3.7.2. Overlapped airflow probability fields or sensitivity function for source vs. receptor points 
(Kamchatka site, Russia vs. Nome, Alaska) during: a) summer and b) year. 
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On an annual scale (3.7.2b), the higher ARPI values are mostly concentrated around Nome on 
a scale of a few hundred kilometres, although during summer it was extended to the south-west of 
the site on a scale of several thousand kilometres. The overlapping became less pronounced, and 
only isolines of 25% from both receptor and source sites crossed each other over the Bering Sea 
aquatoria between 170-180ºE. The seasonal variability is an important factor and it showed that a 
difference in sensitivity might be doubled. Moreover, the annual area of this overlapping is almost 6 
times smaller compared with summer. Throughout the year, the distance between the sites and the 
lowest isoline (10%) is higher (up to 6 times: ≈600 vs. 100 km) for Nome compared with the 
Kamchatka site. Hence, Nome, as a receptor point, will be more sensitive to releases at the 
Kamchatka source point (as isoline of 10% passes along the shore of the Kamchatka Peninsula). 
Although for the source this Alaskan city will be considered to a lesser degree sensitive (as isoline 
of 10% passes farther south of the city over the Bering Sea). 

As seen from Fig. 3.7.3a, during summer the possibility for an air parcel to leave the 
Kamchatka site region and arrive at Anchorage is not very high. Moreover, the rate of overlapping 
is the highest over the Bering Sea, where it reaches a maximum of 25% of the area of the highest 
probability of possible impact (AHPPI) from the Kamchatka as a source point, or 25% of the area of 
the remote potential impact (ARPI) for Anchorage as a receptor point. On an annual scale (3.7.3b), 
the higher ARPI values are mostly concentrated to the south of the city on a scale of up to 1000 km, 
similarly to the summer time. The overlapping became less pronounced, and only annual isolines of 
10% from both sites crossed each other compared with summer season. Throughout the year, the 
distance between the points and lowest isoline (10%) is higher (up to 10 times: ≈1000 vs. 100 km) 
for Anchorage compared with the Kamchatka site. Similarly to Nome, Anchorage will be more 
sensitive to releases at the Kamchatka site (as isoline of 10% passes along the shore of the 
Kamchatka Peninsula). Although for the release site this city will be considered to a lesser degree 
sensitive (as isoline of 10% passes to the west of the site along the 175-170°W latitudinal belt). 

  
(a)                                                                               (b) 

Figure 3.7.3. Overlapped airflow probability fields or sensitivity function for source vs. receptor points 
(Kamchatka site, Russia vs. Anchorage, Alaska) during: a) summer and b) year. 

 
The use of combined fields for both receptor and source points simultaneously is more 

representative compared with a consideration of individual probability fields from/to 
source/receptor points discussed in §3.6 and 3.5. These averaging fields, called the sensitivity 
function fields can allow: 1) to identify the most probable directions and paths of atmospheric 
transport from/to source/receptor points/regions as well as spatial distribution of both flow patterns; 
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2) to underline the areas where the intersections of airflow fields occurred and where these 
intersections are more frequent; 3) to evaluate the farthest boundaries on a geographical map from 
where or to where potential pollutants can arrive; 4) if several sites are considered simultaneously 
when it is possible to estimate and rank the AHPPI and ARPI levels, range, and probabilities of 
impact from the source points/regions on a geographical map with respect to the receptor points; 5) 
to evaluate spatial distribution of sensitivity and its levels for source and receptor points with 
respect to each other. 

It seems reasonable to mention that a more universal indicator, basing on a multiperiod 
calculated trajectories and representing simultaneously several important characteristics (described 
in §3.1-3.7) of the source-receptor relationship, is needed to be developed. This should include, at 
least, simultaneously information on a geographical map about each day of atmospheric transport 
and consist of the: 1) most probable boundaries of territories with the AHHPI and ARPI including 
calculation of enclosed areas, 2) probabilities and times of transport in each sector or along each 
atmospheric transport pathway from/to source/receptor points, 3) farthest geographical boundaries 
which might be reached, at least, by one trajectory, and others (Mahura et al., 2004). 

For probabilistic fields constructed based only on forward and backward trajectories (i.e. 
when only atmospheric transport is considered) and used in interpretation of  source-receptor 
relationship there is a problem related to a question: What occurs if during atmospheric transport 
the airborne pollutants will undergo the dry and wet deposition processes? Does it change an 
identification of the source-receptor relationship for atmospheric pollutants?  

This “if” question is a separate topic of research. Partially, for the source points of the Euro-
Arctic region the temporal and spatial variability of individual fields of dry and wet deposition 
patterns of pollutants (considering radionuclides), which occurred during atmospheric transport, 
were considered by Mahura et al., 2003d. More detailed study is planned within the frameworks of 
the INTAS Call-2003 proposal: “Source-Receptor Relationships for Atmospheric Pollutants Related 
to Environmental Risks in the NIS countries – Methodology and Applications” (INTAS-2003). 

 
CONCLUSIONS AND RECOMMENDATIONS 
 

The main aim of this pilot study was the analyses of different approaches to evaluate source-
receptor relationship for atmospheric pollutants in the Euro-Arctic and North Pacific regions. The 
methodology included the simple trajectory modelling approach combined with statistical methods 
of cluster analysis and probability fields analysis. Among source points - the risk sites of potential 
danger and environmental impact, and among receptor points - the populated cities were selected. 

The approaches for identification and interpretation of potential source and receptor regions 
were given considering only variability of the atmospheric transport patterns without consideration 
of possible losses of pollutants during transport. These analyses were presented from different 
prospective – from a simple point of view to more complex and detailed evaluation of relationship. 

First, the individual forward/ backward trajectories originated/ arrived at selected source/ 
receptor points were used to evaluate the presence of potential receptor/ source regions and their 
approximate geographical boundaries. These trajectories represented atmospheric transport from/ to 
source/ receptor points for a particular date. The shortcoming of such approach is a limit to an 
underlined atmospheric transport at a particular date considered, which may not be representative 
when a long-term record of measurements or observations for analyses is available, and more 
common patterns in source-receptor relationship are under investigation. Therefore, it was 
reasonable to study: What occurs when a longer period of measurement/ observation records is 
available and multiple trajectories are considered? 
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Second, the clustered forward/ backward trajectories originated/ arrived at selected source/ 
receptor points were used to evaluate the existence of potential receptor/ source regions, their 
approximate geographical boundaries, average transport times to the regions, and probabilities of 
such transport. These clustered trajectories represent general atmospheric transport pathways from/ 
to the source/ receptor points averaged for a long-term multiperiod (month, season, annual, etc.). 
Moreover, the combined consideration of both types of clustered trajectories for both source and 
receptor points was investigated too, which provided more detailed information about the source-
receptor relationship. The shortcoming of such approach is a limit to the underlined general 
directions of atmospheric transport pathways during a particular time period considered, which may 
not be representative because information about specifity of atmospheric flow between pathways is 
not available, and more detailed patterns in source-receptor relationship are under investigation. 
Therefore, it was reasonable to study: What occurs between atmospheric transport pathways? 

Third, the individual probabilistic fields of atmospheric transport (such as airflow, fast 
transport, etc.) based on a multiperiod (month, season, annual, etc.) forward/ backward trajectories 
originated/ arrived at selected source/ receptor points were used to evaluate a spatial distribution of 
potential receptor/ source regions, their detailed geographical boundaries, dominating transport 
patterns, levels of potential impact, transport times, and probabilities. Moreover, the combined 
consideration of probabilistic fields for source and receptor points was investigated by introducing 
the sensitivity function of relationship between source and receptor points as well as estimation of 
its spatial distribution and levels of joint impact. The shortcoming of such approach is a limit to 
considering of only atmospheric flow patterns, which may not be “fully and completely” 
representative of the source-receptor relationship. Because, in addition to atmospheric transport and 
diffusion, the processes of deposition and removal by precipitation are not presented, although these 
can play a substantial role in re-evaluation of relationship. Therefore, it was reasonable proposing to 
study: What occurs if during atmospheric transport the airborne pollutants will undergo the dry 
and wet deposition as well as chemical reactions processes? 

The suggested approaches and methods as well as obtained results can be used for emergency 
response, decision-making, scientific, educational, and informational purposes by the following 
organisations: 
• National and international organisations, programmes, etc. performing monitoring and control 

of the pollution situation such as the IAEA, GAW, WMO RSMCs and International Data Centre 
of CTBTO/PrepCom; national Ministries of Health, of Agriculture, of Atomic Energy, of 
Natural Resources and Environmental Protection, of Civil Defence Affairs, Emergencies and 
Elimination of Consequences of Natural Disasters, etc. 

• National and international emergency-response, administrative, decision-making, etc. services 
and organizations of local (city, object, site), regional (county, region, territory), governmental  
(country) levels where sources and receptors of pollution are situated; 

• Research, educational, and public institutions and organisations for scientific, educational, 
informational, etc. purposes. 

 
They can be used also for the following purposes: 
• Applications in climate change, environmental pollution, dust events, volcano eruptions, natural 

hazards, etc.; 
• Estimation of informative quality of monitoring systems and assessment of environmental 

quality, efficiency of  environmental protection measures;  
• Evaluation of sensitivity functions for selected areas and potential source risk sites for regional 

socio-economic planning and sustainable regional development; 
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• Estimation of potential risk and vulnerability of regions, consequences analysis, probabilistic 
assessment of  local-, regional-, and long-range transport of pollution resulted from short-term 
accidental and continuous routine releases or discharges of pollution from NCB (nuclear, 
chemical, biological) and natural hazard sites;  

• During evaluation and decision-making process for construction of a new facility or complex of 
enterprises posing potential risk of NCB contamination for neighbouring regions, environment, 
and population; 

• Improvement in planning the emergency response and decision-making to potential accidental 
releases from risk site of nuclear, chemical, and biological danger. 
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