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FOREWORD 
 

The results of the research project “Identification of Sources and Long Term Trends for 

Pollutants Using Isentropic Trajectory Analysis” (PIs – Drs. Dan Jaffe and Joyce Harris) - initiated 

in the University of Alaska, Fairbanks, continued in the University of Washington, and finalized in 

the Danish Meteorological Institute - are presented in this scientific report. The material of this 

report was also submitted for a peer-reviewed publication. 

 

In this project, to understand the factors driving climate and ecosystem changes in the Arctic 

regions we considered sources, correlation and trends for different anthropogenic pollutants. As an 

example, we selected the NOAA-CMDL Barrow Observatory (Alaska, US) record of pollutant 

measurements and we applied a set of research tools including trajectory modeling and various 

statistical analysis techniques. 

 

We assume that results of this study will be useful for current DMI’s research projects such 

as “Arctic Risk” Project of the Nordic Arctic Research Programme (NARP). 

 
Alexander Mahura 
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EXECUTIVE SUMMARY 
 

The understanding of factors driving climate and ecosystem changes in the Arctic requires 
careful consideration of the sources, correlation and trends for anthropogenic pollutants. The 
database from the NOAA-CMDL Barrow Observatory (71°17′N, 156°47′W) is the longest and 
most complete record of pollutant measurements in the Arctic. It includes observations of carbon 
dioxide (CO2), methane (CH4), carbon monoxide (CO), ozone (O3), aerosol scattering coefficient 
(σsp), aerosol number concentration (NCasl), etc. 

The objectives of this study are to understand the role of long-range transport to Barrow in 
explaining: (1) the year-to-year variations, and (2) the trends in the atmospheric chemistry record at 
the NOAA-CMDL Barrow observatory. The key questions we try to answer are: 
• What is the relationship between various chemical species measured at Barrow Observatory, 

Alaska and transport pathways at various altitudes? 
• What are the trends of species and their relation to transport patterns from the source regions? 
• What is the impact of the Prudhoe Bay emissions on the Barrow’s records?  

To answer on these questions we apply the following main research tools. First, it is an 
isentropic trajectory model used to calculate the trajectories arriving at Barrow at three altitudes of 
0.5, 1.5 and 3 km above sea level. Second - clustering procedure used to divide the trajectories into 
groups based on source regions. Third - various statistical analysis tools such as the exploratory data 
analysis, two component correlation analysis, trend analysis, principal components and factor 
analysis used to identify the relationship between various chemical species vs. source regions as a 
function of time. 

In this study, we used the chemical data from the NOAA-CMDL Barrow observatory in 
combination with isentropic backward trajectories from gridded ECMWF data to understand the 
importance of various pollutant source regions on atmospheric composition in the Arctic. We 
calculated more than 26,000 isentropic backward trajectories arriving at Barrow for a 12-year 
period (1985-1996) at three elevations (0.5, 1.5 and 3 km). These trajectories had been segregated 
by source region (European and Taymyr as Eurasian; Eastern, Central and Western North Pacific as 
North Pacific; and Canadian Arctic), month, season, and year. The chemical data being considered 
includes methane, carbon dioxide, surface ozone, aerosol number density, aerosol scattering 
coefficient, and carbon monoxide (flask samples only).  Two types of analyses are being performed: 
relationship between various chemical species and statistical analysis of chemical data segregated 
by transport pathway. 

The clear pattern of the Eurasian region predominance in the transport of the anthropogenic 
pollutants such as CO, CO2 and CH4 was identified and it is in a good agreement with the σsp data 
for the same period. The North Pacific region shows the higher concentration of NCasl in 
comparison with others, which is due to larger contribution of natural than anthropogenic sources. 
The influence of the Prudhoe Bay industrial area emissions is reflected in the aerosol records: 
throughout the year the concentration is higher if trajectories arrived from the Prudhoe Bay 
direction. Factor analysis revealed the existence of the following factors: 1) global hemispheric 
scale pollution factor (GHSPF) and regional scale pollution factor (RSPF) – which represent the 
contribution of the carbon and aerosol species throughout the year, and 2) stratospheric ozone 
intrusions factor (SOIF) – which is reflected only during spring. 
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I. INTRODUCTION 
 

The understanding of factors driving climate and ecosystem changes in the Arctic requires 

careful consideration of the sources, correlation and trends for anthropogenic pollutants. The 

database from the NOAA-CMDL Barrow Observatory (71°17′N, 156°47′W) is the longest and 

most complete record of pollutant measurements in the Arctic. It includes observations of carbon 

dioxide (CO2), methane (CH4), carbon monoxide (CO), ozone (O3), aerosol scattering coefficient 

(σsp), aerosol number concentration (NCasl), optical depth and black carbon. For some species 

records go back more than 20 years. To date a large number of the field measurement campaigns 

have been performed in the Arctic regions including the location of the Barrow site where the 

continuous measurements of the chemical species are conducted. For Barrow, these studies reflect 

the analysis of the species’ seasonal cycles, possible association with the pollutant source regions, 

and changes in the species’ trends (Shaw, 1991; Browell et al., 1992; Gregory et al., 1992; 

Bodhaine and Dutton, 1993; Jaffe et al., 1995; Polissar et al., 1998, Polissar et al., 1999). 

In this study, we used a variety of "data mining" strategies to gain new insight into the 

Barrow chemical records. The techniques include a variety of statistical methods: exploratory data 

analysis, simple two component correlation, trend analysis, and multivariate statistical tools such as 

principal component and factor analysis. We combined chemical data with isentropic trajectories 

arriving at Barrow for different atmospheric transport regimes. Such analysis may provide insight 

into the contribution associated with various pollutant source regions. In addition we can use the 

clustered trajectories to evaluate the differences in pollutant trends and concentrations associated 

with each individual source region. 

For these reasons, we have examined the possibility of the air transport from different 

geographical source regions to Barrow, Alaska using isentropic trajectories and mentioned above 

statistical analysis techniques. Goals of this work are to determine:  

• the probability and duration of air transport from various source regions to Barrow; 

• the temporal (year, seasonal, monthly) and spatial (1.5, 3 and 5 km) distribution of the 

air transport patterns;  

• the source regions responsible for the largest contributions to Arctic pollution; 

• the role of variations in the month-to-month and year-to-year flow patterns on the 

chemical records at Barrow;  

• the correlation between various chemical species; 
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• the long term trends of species and their relation to transport patterns from the source 

regions; 

• the impact of the Prudhoe Bay emissions on the Barrow’s records. 

In this study we carried out detailed examination of the Barrow datasets including CO2, 

CH4, O3, and aerosols with respect to the relationship of these species with the isentropic 

trajectories, interspecies correlation, and trends. Our approach is based on a combined analysis of 

the isentropic trajectories and the chemical records at Barrow with the different geographical source 

regions. We studied the atmospheric transport patterns using 10-day backward isentropic 

trajectories arriving at Barrow during 1985-1996. The role of flow patterns variations vs. species’ 

variations was analyzed by separating the records for each species in time vs. source regions. 

Correlation between species was identified applying the two component correlation analyses. In this 

paper we present an analysis using simple statistical tools to evaluate chemical records in 

combination with trajectories arriving at Barrow. We consider also an analysis of existing trends for 

species, multivariate statistical analysis tools for various species vs. source regions, and 

contribution of the local pollution events and Prudhoe Bay emissions on Barrow chemical records. 
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II. METHODOLOGY 
  

2.1. ISENTROPIC TRAJECTORY CALCULATIONS 
 

An atmospheric trajectory determines the most probable history of an air parcel motion over 

some period of time. It represents the modelled pathway of a parcel advected backward or forward 

by a wind field in time from a chosen location. Atmospheric trajectory models are very useful to 

study atmospheric transport pathways and evaluate airflow patterns as well as diagnose a source-

receptor relationship for air pollutants (Miller, 1981; Merrill, 1985; Harris and Kahl, 1990; Harris 

and Kahl, 1994; Jaffe et al., 1997a; Jaffe et al., 1997b). The isentropic models use the assumption 

that an air parcel moves about free of diabatic effects. They ignore radiative transfer, water phase 

changes as well as mixing of energy/mass. In addition, especially for the Arctic regions, there are 

complexities and uncertainties due to low resolution of the meteorological data (Kahl & Samson, 

1986; Draxler, 1987) and trajectory model errors (Kahl, 1996; Stunder, 1996). Although such 

assumptions are inherent in this approach, nevertheless these models are useful research tools. 

This study is based on the model developed by Harris & Kahl, 1994. The European Center 

for Medium Range Weather Forecasts (ECMWF) gridded meteorological parameter fields were 

used as input data for the isentropic trajectory model. The 10-day backward isentropic trajectories 

were computed twice per day (00 and 12 UTC) at different arrival altitudes of 0.5, 1.5, 3 km above 

sea level to show variations in the flow patterns for the boundary layer and free troposphere over 

Barrow. In total, almost 26 thousand trajectories were computed for the period of 1985-1996 (8670 

trajectories for 0.5 km, 8647 – 1.5 km and 8682 – 3 km). These trajectories were used to estimate 

temporal and spatial variability in the airflow patterns and to interpret the chemical species records 

at Barrow. 

 
2.2. SOURCE POLLUTION REGIONS AND SEGREGATION OF TRAJECTORIES 
 

In this study, we originally chose six possible source pollution regions (Figure 1): European, 

Taymyr, Canadian Arctic and West, Central and East North Pacific Regions. To find, where an air 

parcel came from, we followed back in time until the trajectory intersected the boundaries of one of 

the source regions. There we calculated the time of transport and height above sea level as well as 

assigned trajectory to particular source region. If the trajectory crossed more than one region en-

route to Barrow then the trajectory was classified separately and similar parameters were calculated. 

This was done for all trajectories at each elevation. 
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Figure 1. Geographical location of the source regions 

 
2.3. CHEMICAL SPECIES RECORDS TREATMENT AND PREPARATION OF DATA 
SETS FOR ANALYSIS 

 
In this study we used the NOAA CMDL data sets (http://www.cmdl.noaa.gov/info/ 

ftpdata.html) with hourly mixing ratios of CO2 (ppmv), CH4 (ppbv), O3 (ppbv), aerosol scattering 

coefficient – σsp (1/m), and aerosol number concentration - NCasl (1/cm3). Only the total light 

scattering coefficient for the green channel (550 nm) was used because it had the largest percentage 

of available data. For each of these species we calculated the averages for 00 and 12 UTC using the 

hourly data at intervals of ±2, ±3, ±6 hours from the midpoint times. Due to the highly skewed 

nature of NCasl and σsp distributions the log transformation of these variables were used in our 

analysis. Three new separate sets were constructed for each species containing averages for the 

UTC terms for each date where original hourly data were available. The data set using the ±6-h time 
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interval was chosen for further analysis since the three datasets produced similar results and to 

incorporate the maximum number of data points. 

Combining all sets of individual chemical species, meteorological data and trajectories with 

source regions, we obtained a set of 7942 records for the period of 1985-1995. Each record contains 

temporal data (year, month, day, UTC term – 00 or 12, Julian day), information about source 

regions crossed by the trajectories at three elevations, calculated averages of chemical species and 

surface wind and velocity. This set named YLP dataset (“yes” local pollution dataset) includes all 

cases hence reflecting global background, long range transport of species and a possible 

contribution from local pollution events from the town of Barrow and Prudhoe Bay. 

Using the “code flag” from the NOAA CMDL aerosol dataset (code flag shows options - 

local pollution present or absent) we sorted YLP dataset to build new set – NLP dataset (“no” local 

pollution dataset) with 4091 records. This dataset presumably excludes local pollution events but 

still reflects the first two mentioned factors. We re-checked each record using the surface wind 

velocity and direction and definition of the “clean sector” for Barrow (45-130 degrees). A similar 

procedure was performed to construct separate datasets for the flask data – CH4 (ppbv), CO (ppbv), 

and CO2 (ppmv) – measured with an average frequency of once per week at Barrow. For these 

datasets we did not apply any screening to exclude local pollution events. 
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III. RESULTS AND DISCUSSION 
  

3.1. ATMOSPHERIC TRANSPORT PATTERNS 
 

To study the transport patterns to Barrow from the source regions we have examined all 10-

day backward trajectories for 1985-1996. For each trajectory where it intersects the relevant source 

region boundaries we noted the following parameters: the time of transport (in days) and the 

altitude at the boundary intersection (in m). Each trajectory was assigned to a particular source 

region. Then statistically we examined trajectories for each source region by month, season and 

year. In this study we segregated trajectories by source regions to identify main airflow patterns for 

Barrow. Harris and Kahl (1994) used similar approach in the cluster analysis of the trajectories. 

The percentage of trajectories, which originated above different individual source regions, is 

shown in Table 1. The classification “mixed trajectories” was used for cases when trajectories 

passed through two or three regions on its way to Barrow. The group “no source” includes cases 

when trajectories do no cross any of the source regions (this group mostly consists of trajectories, 

which originate over the Arctic Basin and southern areas of the Bering Sea). The percentage of 

trajectories, originating above the North Pacific regions, increases with altitude but decreases for 

the northern source regions, except European. This shows that transport of pollution from the 

industrial European and West North Pacific region possibly occurs at higher altitudes in the 

comparison with the Taymyr region. Approximately 13.2% of all cases showed, that trajectories had 

passed two and 1.1% - crossed three regions on the way to Barrow at 0.5 km. The probability of the 

mixed trajectories increases with altitude reaching almost 26 and 44% at 1.5 and 3 km respectively. 

The largest number of the mixed trajectories’ passages is through the Taymyr-Canadian Arctic, 

European-Taymyr, West-Central and Central-East Pacific regions. These passages increase 

transport from the European, Taymyr, West and Central Pacific regions by 1.4-5.1% and 3.6-4.7% 

at 0.5 and 1.5 km respectively. Such passages might simultaneously carry a “chemical finger print” 

of more than one source region. 

The average transport time to Barrow from each source regions is shown in Table 1. On 

average an air parcel will travel more than a week to reach Barrow at an altitude of 0.5 km from the 

European and West North Pacific regions. It will take on average six days for transport from the 

industrial Taymyr region at all altitudes. The shortest time of transport is from the Canadian Arctic 

– 3.2 days – due to proximity of the source region to Barrow. The highest probability of transport 

from the Northern Pacific regions mostly occurs during late spring-summer at all three altitudes and 

during March at the higher altitudes. It occurs for the European region during June-September and 
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this probability increases with altitude. The highest occurrence of the transport from the Taymyr 

region is during November – March at 0.5 km.  
Source 

Region 

vs. 

Arrival 

Height (km) 

No 

source  

 

 

Reg#0 

European 

 

 

 

Reg#1 

Taymyr 

 

 

 

Reg#2 

West 

North 

Pacific 

 

Reg#3 

Central 

North 

Pacific 

 

Reg#4 

East 

North 

Pacific 

 

Reg#5 

Canadian  

Arctic 

 

 

Reg#6 

Mixed 

Traj 

 

 

MT 

 Annual average and inter-annual range of distribution of trajectories (in %) 

0.5 27.5 

(23.4-33.7) 

1.2  

(0-2.6) 

11.2 

(5.9-16.8) 

1.6 

(0.3-3.6) 

3.6 

(1.8-5.5) 

2.4 

(0.9-6.7) 

38.2 

(26.8-49.2) 

14.3 

(10.7-17.3) 

1.5 21.7 

(18.7-27.3) 

1.9 

(0.1-4.8) 

11.8 

(7.1-16.8) 

4.7 

(2.6-7.9) 

5.1 

(2.3-7.8) 

2.8 

(1-6.3) 

25.9 

(16.4-33.1) 

26.1 

(20.4-30.5) 

3.0 14.7 

(10.7-20) 

3.4 

(1-7.8) 

8.0 

(5.9-9.9) 

6.9 

(5.3-9.2) 

5.6 

(4.2-8.1) 

3.0 

(1.1-5.8) 

14.6 

(9.6-18.9) 

43.7 

(37.3-49.6) 

 Average transport time ± 1 standard deviation (in days) 

0.5  7.6±1.6 6.1±2.1 7.3±1.7 6.6±2.1 6.0±2.2 3.2±2.5  

1.5  6.8±2.0 6.1±2.3 6.5±2.0 5.8±2.2 6.0±2.2 3.2±2.5  

3.0  6.0±2.1 6.0±2.3 5.9±2.2 5.6±2.4 5.4±2.4 3.6±2.6  

 

Table 1. Characteristics of the transport patterns for Barrow at different altitudes for individual 
source regions. 

 

Source Region 
vs. 

Arrival Height (km) 

No Source 
 

Reg#0 

Eurasian 
 

Reg#1&2&MT

North Pacific 
 

Reg#3,4&5&MT 

Canadian 
Arctic 

Reg#6&MT 
Annual average and inter-annual range of distribution of trajectories (in %) 

0.5 
 

27.5 
(23.4-33.7) 

20.7 
(14.2-31) 

13.1 
(8.6-21.7) 

38.7 
(27.9-49.5) 

1.5 21.7 
(18.7-27.3) 

26.2 
(19.8-33.7) 

25.4 
(22.1-35.1) 

26.6 
(17.3-33.5) 

3.0 14.7 
(10.7-20) 

30.1 
(21.8-35.5) 

39.4 
(33.8-44.2) 

15.8 
(11-19.3) 

 

Table 2. Characteristics of the transport patterns for Barrow at different altitudes for combined 
source regions. 

 

The individual source regions were re-grouped based on proximity into three categories - 

Eurasian (transport from the European and Taymyr regions), North Pacific (transport from all three 

North Pacific regions), and Canadian Arctic regions. All mixed trajectories were re-distributed 

between three regions based on the trajectory’s origin 10 days before arrival at Barrow. 
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Characteristics of the annual transport patterns for Barrow at different altitudes for combined source 

regions are shown in Table 2. The monthly distribution of trajectories for these regions is shown in 

Figure 2, where we calculated the percentage contribution of each combined source region within a 

month. 

Similarities in transport at different elevations provide greater confidence in the transport 

patterns. We examined the extent to which trajectories calculated at different heights agreed with 

each other at the same time term (00 and 12 UTC). We found that, on average, only 23.2% of the 

trajectories, which arrived at Barrow at 0.5 and 1.5 km, originated from the same source region. 

Only 7.1% of the trajectories came from the same region at all three altitudes. The highest 

probability for these consistent flow patterns is observed during April (32.2%) at the two lowest 

altitudes. 

Monthly distribution of trajectories at 0.5 km asl by source region
(used 10d trajectories origin)
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Figure 2. Monthly distribution of trajectories at 0.5 km (used 10-day trajectories origin) based on 
assumption of % contribution of each combined source region within each month. 

 

Although 10-day trajectories are more useful to indicate possible distant source regions, they 

do account for an uncertainty of 800-1000 km range after 5 days (Merrill et al., 1986; Harris, 1994; 

Dorling and Davies, 1995; Kahl et al., 1996; Stohl, 1998). Therefore, we also decided to use 5-day 

trajectories and assign them to different source regions. These 5-day trajectories represent better the 

main flow patterns to Barrow than show long-range transport from particular remote geographical 

source region. After screening the total number of trajectories travelling from the Eurasian, North 
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Pacific and Canadian Arctic regions was reduced by 57, 59 and 17 % at three altitudes respectively. 

And hence it increased the number of trajectories in the “no source” category. We used both types 

of trajectories (5 and 10 day) to compare average concentration of chemical species. 

 
3.2. VARIATIONS IN CHEMICAL SPECIES VS SOURCE REGIONS 

 
In this study, we looked at differences in the distribution of the species as a function of 

source region. To identify differences we calculated using NLP dataset monthly averages for 

probability of transport and concentration of each species for each source region with additional 

descriptive statistics by month, season, year and entire period. In our study we statistically 

examined each species vs. source regions, and hence evaluated the contributions to the measured 

species at Barrow and which geographical regions are “cleaner” and “dirtier”. This examination was 

performed using 5 and 10-day trajectories at 0.5 and 1.5 km altitudes. Table 3 shows annual average 

concentration, standard deviation and number of used records to estimate statistics for species vs. 

regions calculated using trajectories with different duration and altitude. One-way ANOVA tests 

were used to evaluate the statistical significance of the results at 95% confidence level (shown as SS 

in Table 3) between each source region and “no source”. 

Although differences in the average concentrations of species between regions are not large 

we identified several common existing patterns. Firstly, we found that the use of different duration 

(10 vs. 5 day) as well as trajectory arrival heights does not change the identification of main 

patterns i.e. which regions are more responsible for contribution of the particular species, except 

ozone. Secondly, it does not change the occurrence of seasonal minimums and maximums of 

species for different source regions, but they could be shifted by a month if higher altitude 

trajectories are considered. Thirdly, for many species, the results are statistically significant at 95% 

confidence level for the whole year, but there are some months when results are not statistically 

significant. This occurs more often for σsp and NCasl in comparison with other species. Fourthly, if 

1.5-km trajectories were used the differences in the average concentrations of species between 

regions are slightly larger and greater statistical significance is observed.  

From all used in this study species the σsp and carbon monoxide are the best indicators of air 

quality and easily associated with the long-range transport events. This reflects the relatively high 

emission of densities and contribution from combustion to the global budgets of these species and 

their relatively moderate lifetimes (e.g. 3-30 days) (Jaffe et al., 1999). The highest values for both 

species are associated with the Eurasian source region.  
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Source 
Regions

 
No Source 

Eurasian North Pacific Canadian Arctic Barrow 
(NLP dataset) 

Chemical 
Species  

 
km  

Mean # StD Mean # StD SS Mean # StD SS Mean # StD SS Mean # StD 

CH4 (ppbv) 
10-day 0.5 1803.2 846 36.1 1804.66 752 31.7 N 1804.59 405 44.1 N 1796.52 1399 36.9 Y 1801 3402 36.7 
10-day 1.5 1801.1 650 40.5 1808.1 869 36.2 Y 1802.69 832 39 N 1793.61 1051 31.1 Y 1801 3402 36.7 

CO2 (ppmv) 
10-day 0.5 354.73 985 7.2 356.14 807 6.42 Y 355.37 454 7.22 N 355.85 1556 6.54 Y 355.6 3802 6.79 
10-day 1.5 354.3 717 7.4 356.07 959 6.55 Y 355.86 955 6.76 Y 355.68 1171 6.54 Y 355.6 3802 6.79 

O3 (ppbv) 
10-day 0.5 26.05 1016 8.58 27.38 837 8.62 Y 25.11 474 8.56 N 26.94 1625 9.47 Y 26.59 3952 8.99 
10-day 1.5 25.3 757 9.13 27.96 973 7.91 Y 26.02 994 8.49 N 26.75 1228 9.9 Y 26.59 3952 8.99 

Log CN (1/cm3) 
10-day 0.5 2.38 1054 0.49 2.33 868 0.43 Y 2.45 489 0.52 Y 2.29 680 0.46 Y 2.34 4091 0.47 
10-day 1.5 2.4 777 0.52 2.32 1027 0.46 Y 2.46 1017 0.48 Y 2.22 1270 0.42 Y 2.34 4091 0.47 

Log BS (1/m) 
10-day 0.5 -5.32 1054 0.52 -5.17 868 0.46 Y -5.37 489 0.52 N -5.26 1680 0.47 Y -5.27 4091 0.49 
10-day 1.5 -5.36 777 0.51 -5.18 1027 0.49 Y -5.31 1017 0.51 Y -5.25 1270 0.46 Y -5.27 4091 0.49 

Flask CO (ppbv) 
10-day 0.5 139.77 106 40.6 155.19 130 47.2 Y 128.83 51 35.7 N 144.05 145 37.2 N 143.8 402 41.3 
10-day 1.5 129.96 71 37.8 154.24 156 44.1 Y 142.15 102 37.8 Y 142.63 108 40.8 Y 143.8 402 41.3 

 
        Table 3. Annual average concentration of species by source regions using trajectories arriving at Barrow at different altitudes. 

 
Remarks: 

Mean – average concentration of species; # - number of points with 12 hour UTC averages; StD – standard deviation; 
SS - statistical significance at 95% confidence level if “no source” and particular source region is compared (Y or N) 
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A similar pattern is observed for CO2 and CH4. Both show higher average values in 

comparison with other source regions, but the percentage increase is much smaller. For example, 

compare the average concentration from the Eurasian region with respect to “no source” category 

gives enhancement of 41, 12, 0.3 and 0.08% for σsp, CO, CO2 and CH4, respectively. This reflects 

the longer lifetime and larger global reservoirs for CO2 and CH4. Also on average globally the 

anthropogenic contribution of CH4 is almost as twice larger as from the natural sources. The 

existence of a long snow cover period in the Eurasian region significantly reduces the amount of 

CH4 released by latter. It is well known that during the last decades the increase in CO2 

concentration is mostly attributed to anthropogenic sources. Therefore, on average we have higher 

concentration of these species associated with anthropogenic sources in the Eurasian region, which 

is reflected in our dataset.  The second largest σsp values are found for the Canadian Arctic region. 

The existence of almost similar low concentrations for the North Pacific region as well as “no 

source” trajectories is explained by occurrence of the large number of trajectories originated over 

the southern areas of the Bering Sea, and hence possibility of bringing of less industrially polluted 

air parcels to Barrow.  

An intriguing result is found for the North Pacific region, which shows the highest averages 

for NCasl, but not for σsp in comparison with other regions. This suggests that these aerosols are 

probably small and such result could be explained by significant contribution of the natural sources 

of aerosols. For the North Pacific and Bering Sea regions, there are contributions of natural sources 

of aerosols: sea salt particles, which are well correlated with the wind, and sulphate particles, as a 

result of the biogenic phytoplankton activity. Because mostly trajectories pass on a way to Barrow 

the Bering Sea, which is characterized by high contribution of both mentioned above latter natural 

sources, we could assume that the contribution of these sources is higher for the North Pacific 

region in comparison with anthropogenic.  

The anthropogenic aerosol’s contribution is mostly attributed to the industrialized West and 

probably East North Pacific regions. For the East North Pacific region such situation could occur if 

aerosol pollution from the North and Central America sources will be trapped in the boundary layer 

and then transported to higher latitudes (G.Hakim, UW, personal communication). The relatively 

low concentration of σsp from the North Pacific sector suggest that anthropogenic sources adjacent 

to this area are largely washed out in the North Pacific storm systems prior to being transported to 

Barrow. 
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Similar analysis (performed only for 10-day trajectories at both altitudes) of the flask data 

for CH4, CO and CO2 showed similar patterns on a yearly basis as NLP dataset constructed using 

hourly measurements of species. The European region reflects the higher concentration for all 

mentioned above species at Barrow in comparison with other source regions. But we should note 

that these results in common have more number of the months when results are not statistically 

significant in comparison with NLP dataset. Particular, during September-October tests showed that 

results are not statistically significant for all source regions. This discrepancy is mostly due to 

smaller number of flask measurement data points used to perform testing. 

Separately we considered the situations when 10-day trajectories at both lower altitudes (0.5 

and 1.5 km) showed transport from the same and different source regions at a particular term – 

“similar trajectories” vs. “dissimilar trajectories” cases (ST vs. DT cases). From the same NLP 

dataset we calculated the average species concentrations for both cases. In particular, for the NLP 

dataset the average number of ST vs. DT cases for all species was approximately 33 vs. 77% 

respectively. From all ST cases, the distribution of cases between source regions was 17, 20, 15, 

and 48% for the “no source”, Eurasian, North Pacific and Canadian Arctic regions, respectively. 

The following two findings should be mentioned. First, we found that on average on a yearly basis 

the concentration of species is slightly higher for the ST case. Second, the similar pattern of the 

Eurasian region predominance is underlined in both ST and DT.  

 
3.3. YEAR-TO-YEAR AND MONTH-TO-MONTH VARIATIONS IN FLOW PATTERNS 
VS CHEMICAL RECORDS 

 
In our study a well-defined seasonal cycle was identified for all species and they are in a 

good agreement with the previously reported for Barrow (Oltmans and Levy, 1994; Conway et al., 

1994; Dlugokencky et al., 1994; Dlugokencky et al., 1995; Oechel et al., 1995; Bodhaime, 1995). 

To evaluate influence of the flow patterns on the distribution of the chemical species concentrations 

we calculated monthly and yearly averages for species and flow patterns for each source region and 

then analyzed the constructed time series.  

In this study originally we hypothesized that the year-to-year variability in the flow patterns 

from the different geographical source regions will be reflected in the chemical data records at 

Barrow. It seemed likely for us that changes in the synoptic patterns from one year to another could 

also partially explain why some of the years “dirtier” in comparison with others. To test this 

assumption we estimated year-to-year changes in the concentrations of species and in the 
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percentage of trajectories arrived at Barrow from different source regions using NLP dataset. In 

particular, we had interest in the estimation of signs and magnitudes of such changes.  We should 

report that we did not identify a clear dependence of variations in flow patterns to concentration in 

species. 

Some peculiarities in seasonal cycles for chemical species by source regions should be 

mentioned. 

For NCasl, σsp, O3 and CO2 the similar seasonal cycles were identified for source regions as 

previously reported for the Barrow (Oltmans and Levy, 1994; Conway et al., 1994; Dlugokencky et 

al., 1994; Dlugokencky et al., 1995; Oechel et al., 1995; Bodhaime, 1995). Some differences we 

identified in the temporal occurrence of the seasonal maximums and minimums throughout the year 

for some source regions. For CO2 there is the second relatively flat minimum during February-

March only for the North Pacific region. This reflect results of the most winter and spring studies 

showing that during this time the level of anthropogenic pollutants associated with the transport 

from the Eurasian region is higher, and we should note that this pattern is observed at both altitudes.  

For σsp we identified well-pronounced first maximum during March for all source regions 

without exception which is attributed to the period of the Arctic haze. The minimum is observed 

during June for all regions except the Eurasian region where it occurred one month later. In fact, 

such shift could be explained by highest contribution of precipitation (21 mm at Barrow) throughout 

the year within the Arctic territories in comparison with other months. 

For NCasl there is a well-defined seasonal cycle with two maximums and minimums. The 

first maximum (smaller in the absolute magnitude) is observed during early spring Arctic haze 

(March). Although both the North Pacific and Canadian Arctic trajectories show the higher NCasl 

during March, the Eurasian trajectories reflect the existence of the “flat” maximum during longer 

period of time – February-April (when shorter duration trajectories are considered). The second 

maximum is observed during July for the Eurasian and North Pacific, and it shifted to August for 

the Canadian Arctic region.  

For ozone there is a well-defined seasonal cycle with two maximums and minimums for the 

Canadian and North Pacific regions. During spring the major source of ozone in the Arctic is the 

intrusion from the stratosphere. During winter ozone is transported from the industrialized regions 

in the northern latitudes and photochemistry does not play significant source’s role (Gregory et al., 

1992). Throughout the year transport from the Canadian Arctic are positively correlated with O3 

mixing ratio, except during April-June. Trajectories arriving from the North Pacific region show 
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two relatively flat minimums almost similar in magnitude during March-April and July-August. The 

Eurasian region is characterized by minimum in April, and then O3 steadily increases with some 

lowering of the rate of this increase during summer months instead of the second minimum as 

observed for all other regions. Month-to-month flow changes for this region are well positively 

correlated to O3 mixing ratio. In particular, during November-April the probability of the transport 

decreases, and it is accompanied by decrease of concentration. During April-September a gradual 

increase in the airflow increases O3 mixing ratio, and finally later this increase slows down in 

October when the less flow is coming from the region. We should note that there is an interesting 

pattern for ozone: during January-May the North Pacific region shows on average the higher mixing 

ratios in comparison with the Eurasian region. Then this situation changes to opposite during June-

December. Such pattern is observed also if 1.5 km trajectories are applied. 

The most interesting results are for CH4 (Figure 3). The first well pronounced maximum is 

observed during March and minimum in June for all source regions. The interesting finding should 

be mentioned: the North Pacific region shows an occurrence of double adjacent maximums during 

August and October. The similar pattern is observed for the “no source” category. Similarity 

between the North Pacific and “no source” might be explained by the fact, that during fall most of 

the trajectories from the “no source” category have origin above the southern territories of the 

Bering Sea. The explanation of double maximums supposedly lies in the following. First, we found 

that during fall the probability of transport is larger at higher elevations from the North Pacific 

regions. Second, we speculate that the important CH4 sources for the North Pacific regions are more 

natural origin than anthropogenic, i.e. possibly have the oceanic origin. This might be valid 

especially for the Central and East North Pacific regions; but the anthropogenic sources of CH4 play 

more important role for the West North Pacific region. Independent check of monthly average CH4 

concentrations for all three North Pacific regions separately showed that only the Central and East 

North Pacific regions have same pattern of double maximums, but not the West. The occurrence of 

the sharp intermediate minimum during September is due to sharp decrease (almost by factor of 6) 

in comparison with the previous month in the transport from the industrial West North Pacific 

region. September also represents the month with the lowest probability of transport throughout the 

year for this region (less than half of percent from all trajectories during this month). Therefore, less 

CH4 due to anthropogenic sources would be transported toward the Arctic territories and natural 

sources will play more important role. On a year-to-year basis during these months the double 
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maximums pattern is observed mostly in the cases when transport from the North Pacific regions 

has increased in the same time of the year. 

CH4 mixing ratio vs source region by month
(10 d trajectories origin at 0.5 km asl)
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Figure 3. Monthly average CH4 mixing ratio vs. source regions using 10-day trajectories at 0.5 km. 
 

Also we should mention the controversial monthly distribution with the yearly. On average, 

there is the higher yearly CH4 concentration pattern for the Eurasian region (as we mentioned in 

Table 3), but the lower monthly average as shown at Figure 3. Such result is explained by the 

existence of the higher (almost by factor of two) standard deviations for the North Pacific region 

during these months in comparison with the Eurasian region. 

 
3.4. ANALYSIS OF ELEVATED CONCENTRATION’S EVENTS FOR AEROSOL 
SCATTERING COEFFICIENT 

 
As we mentioned previously the σsp is a good indicator of a relation to the remote source 

regions due to shorter residence time and hence conveniently could be used to interpret the 

occurrence of the “specific events” (i.e. cases when the elevated concentrations are recorded). For 

such events the 10-day trajectories play a better role in identification of the areas of an air parcels’ 

origin. We should note, that large number of the previous studies was focused on these specific 

events (Bridgman et al., 1989; Li et al., 1990; Sturges et al., 1993; Bridgman and Bodhaine, 1994; 

Zaizen et al., 1998). In particular, during spring, which is well known as the Arctic haze the 
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pollution mainly comes from the anthropogenic sources in the Eurasian continent. Hence, these 

studies looked on the identification of the Eurasian sources. In our study we also assumed to 

consider the Canadian Arctic region as the potential “intermediate” source region. We assumed that 

originally pollution could arrive from another geographical area and then transported through this 

region finally reaching the Barrow.  

We evaluated top (elevated events – polluted air) and low (lowered events – clean air) 10% 

of σsp data by source regions for each month using 10-day trajectories at both altitudes of 0.5 and 

1.5 km. It should be noted that up to 30% of all elevated events are related to the “no source” 

category, and hence were not attributed to any possible source region which left us with the rest 

70% to be evaluated. We found that throughout the year the contribution of the Canadian Arctic 

into the higher top 10% of σsp data is on average 43% from all elevated events if 0.5-km  

trajectories are used for interpretation. For this region it has a maximum of 60% in January. For the 

Eurasian region, the probability of such elevated events is on average of 18% throughout the year. It 

is the highest (36%) during winter and early spring and the lowest of 7.4 and 6.9% during June-

July, respectively. This lower occurrence for the Eurasian region during summer could be explained 

by the significant influence of the precipitation during transport. The North Pacific region is 

characterized by the lowest occurrence of the elevated events. On average it is less than 10% 

throughout the year. But during June-July this probability raises up to 19 and 31% respectively. 

This output changes if we consider 1.5-km  trajectories for the interpretation of the elevated events. 

On average the occurrence of such elevated events increases for the Eurasian region up to 25% and 

almost by factor of 3 for the North Pacific region. We should note that summer keeps the same 

pattern as at 0.5 km . 

The possible explanation of the elevated events’ occurrence from the Canadian Arctic region 

could be the following. Inspection of trajectories shows that on a way to pass the Canadian Arctic 

region and arrive at Barrow the majority of trajectories had originated over the northern Canadian, 

Greenland and Central Arctic territories. From one side, some of them arrived at Barrow from the 

direction of the Prudhoe Bay industrial area, and hence may carry out a signature of the regional 

industrial pollution. Prudhoe Bay is located to east of Barrow. Its emissions could be relatively well 

represented if the surface wind direction of 110°±35° is considered. We should note also that in the 

same time this industrial area is located in the “clean sector” for Barrow’s measurements. From 

another side, Lowenthal et al., 1997 using air mass back trajectories reported that during collection 

of aerosol samples at Dye 3, Greenland, the North America continent (in particular, the east coast) 
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as well as Europe were identified as the source regions. The occurrence of such transport from the 

North America to Greenland is higher during fall and lower in winter (Davidson et al., 1993). On 

average, the developed cyclone systems pass the Northern Atlantic areas once-twice per week 

(Whittaker and Horn, 1981). The probability of removal along main tracks of the cyclones in the 

North Atlantic is higher during winter in comparison with other seasons (Whittaker and Horn; 1984; 

Hakim G. & McMurdie L., personal communication). Therefore, there is a likelihood that the 

relatively undiluted air parcels, if an intense removal does not occur, could reach the Canadian 

Arctic region initially following the main cyclone’ pathways. 

Using 10-day trajectories at 0.5 km  we divided all elevated events (180 cases) within the 

Canadian Arctic region into two groups to investigate contribution of two mentioned above existing 

situations. Cases showing transport from the sector of 110°±35° were attributed to the Prudhoe 

Bay’s category. We found that almost 30% (51 from 180 σsp elevated cases) of these trajectories 

possibly could carry out the Prudhoe Bay emissions signature. The rest corresponds to the long-

range transport cases of the Canadian Arctic region. This distribution varies throughout the year 

reaching the maximum of transport occurrence from Prudhoe Bay during August-October - 42-

53%, respectively, and it is the lowest - less than 10% - during March-April.  

 In the same manner, the low 10% of σsp were analyzed. For the Eurasian region during 

summer the lower number of elevated events corresponds with the higher number of lowered events 

during the same time of the year. The higher probability of the lowered events’ occurrence for the 

Eurasian region is during summer - up to 26 and 48% - if 0.5 and 1.5 km  trajectories are considered 

respectively. The North Pacific region has a controversial distribution if both altitudes are used. 

Throughout the year, the probability is on average of 31% if 1.5-km  trajectories are applied, and it 

is reduced by factor of two for the low altitude. The highest probability of 75% is during February 

and an average of 43% is during winter-spring.  

To see if the similarities in percentage of the event distribution exist, the rest 80% of σsp 

were tested as well as percentage of occurrence of elevated and lowered events with the rest of the 

data were compared. It showed that distributions for these 3 groups (elevated, lowered and the rest) 

are different and is not proportional. Finally, we should note that the use of trajectories at different 

altitudes to explain the specific events (elevated and lowered) based on the surface measurement 

provides different result in the comparison with the average concentrations of species. Therefore, 

we assume it will be more reasonably to apply the lower level trajectories to explain surface 
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measurements and then in the same time the check of flow consistence at both altitudes will be 

important for correct assignment of the particular specific event to the source region. 

 
3.5. TWO COMPONENT CORRELATION ANALYSIS 

 
At the first step the preliminary two component analyses of the entire YLP dataset without 

division by source regions had been performed. This analysis revealed that there is a strong (CH4 

vs. CO2 and CH4 vs. O3) and fair (CH4 vs. LogCN, CH4 vs. LogBS, O3 vs. CO2, O3 vs. LogBS, O3 

vs. LogCN, and LogBS vs. LogCN) statistically significant correlation which is observed during 

some periods. We found similar tendency and in the NLP dataset. To study more detail about 

relationship between species, this dataset was divided into separate groups of pairs of chemical 

species by season and month for each source region. We should note that very often the 

relationships between species could be hidden in the larger size dataset, but they will be revealed in 

the smaller datasets (i.e. re-arranged for the shorter time periods). We studied 10 possible different 

combinations of pairs of species. In each pair for each species we performed the test on the 

normality of the distribution and calculated the descriptive statistics. Depending on the calculated 

variances for the groups we performed the t-, Welch-, Fisher-tests to compare calculated test’s 

values with the critical values in order to be sure that differences between species are significant. 

Then we calculated a correlation coefficient for each pair and tested its statistical significance at 

90…99.8% confidence levels. For further analysis, we used only fair (≥0.40) and 95% and better 

statistically significant correlation coefficients.  

For visual inspection of the correlation between species the matrix scatter plots were 

produces for each source region by month. An example for the Eurasian region (September) is 

presented in Figure 4. As shown in Tables 4 and 5, each monthly record consists of the coefficient’s 

magnitude, number of the pairs of cases used to calculate it and the statistical significance of 

coefficient (shown in brackets). If the correlation coefficient was less than an absolute value of 0.40 

than we looked on the prevailing tendency in the correlation between species instead of the concrete 

magnitude. The sign “o” was used to underline that the correlation is very weak (≤ 0.20), “+” - if 

species are positively, and “-“ – negatively correlated. The “no source“ group was also analyzed to 

evaluate how differ the chemical characteristics of trajectories arrived from the identified source 

regions with the rest of trajectories.  
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Figure 4. Matrix scatter plot of species vs. species for the Eurasian region during September. 

 

Month No source Eurasian North Pacific Canadian 
Arctic 

Jan 0.94 (24/99.8) 0.87 (46/99.8) 0.93 (16/99) 0.86 (143/99.8) 
Feb 0.87 (68/99.8) 0.75 (51/99.8) 0.92 (32/99.8) 0.70 (111/99.8) 
Mar 0.91 (52/99.8) 0.85 (60/99.8) 0.94 (21/99.8) 0.90 (86/99.8) 
Apr 0.81 (83/99.8) 0.92 (40/99.8) 0.91 (37/99.8) 0.95 (197/99.8) 
May 0.96 (63/99.8) 0.97 (19/99.8) 0.9 (43/99.8) 0.95 (221/99.8) 
Jun 0.59 (58/99.8) 0.87 (15/99.8) + 0.86 (112/99.8) 
Jul 0.45 (67/99.8) + + + 
Aug 0.43 (73/99.8) 0.63 (38/99.8) 0.50 (40/99) 0.69 (62/99.8) 
Sep 0.76 (72/99.8) 0.78 (33/99.8) 0.81 (24/99.8) 0.80 (66/99.8) 
Oct 0.62 (86/99.8) 0.67 (32/99.8) 0.51 (24/95) 0.65 (139/99.8) 
Nov 0.85 (80/99.8) 0.68 (45/99.8) + 0.85 (167/99.8) 
Dec 0.89 (64/99.8) 0.84 (81/99.8) 0.95 (14/99) 0.82 (164/99.8) 

 

Table 4. Monthly correlation between methane and carbon dioxide by source region. 
 

A positive correlation was always identified between CH4 and CO2 throughout the year for 

all trajectories (Table 4). It is very strong at 99.8% confidence level for all northern source regions 

(Eurasian and Canadian Arctic) during all months except July (less than 0.4). Similar results were 

previously reported for the spring Arctic haze (Conway and Steele, 1989). For the North Pacific 

region, the positive strong correlation could be identified during winter (99% confidence level) and 
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spring (99.8% confidence level) and this correlation is weaker during summer and fall. It is well 

known that both CH4 and CO2 have similar seasonal cycle with a minimum occurred in summer.  

This is related to chemical reactions of hydroxyl radicals with CH4, destruction of CO2 due to 

photosynthesis, and changes in flow patterns from the source regions. The weakening of the 

correlation between these two species during summer is associated with the larger contribution of 

CH4 sources in tundra in comparison with CO2. 

Ozone is characterized by negative correlation with many studied species. The anti-

correlation was identified between CH4 and O3 for all source regions except during spring when it is 

very weak (Table 5).  This correlation is fear and strong at 99.8% confidence level for the northern 

source regions during fall and winter, and for the North Pacific regions during summer. Ozone is 

fairly negatively correlated at 98% confidence level with σsp during November-February for the 

trajectories showing transport from the North Pacific and weakly positively during February-March 

for the Eurasian region. Although throughout the year O3 is negatively correlated with NCasl, there 

are transitional periods starting in March and June when correlation switches signs from negative to 

positive and again back. Ozone is also fairly negatively correlated with CO2 during November-

January for all source regions and positively correlated during February-March for the Eurasian 

region. 

Month No source Eurasian  North Pacific  
 

Canadian 
Arctic 

Jan -0.45 (28/95) -0.62 (44/99.8) -0.69 (16/98) -0.70 (147/99.8) 
Feb o o -0.73 (36/99.8) - 
Mar o o o o 
Apr o o o o 
May o o o o 
Jun o - -0.61 (38/99.8) - 
Jul o - -0.57 (42/99.8) -0.72 (73/99.8) 
Aug - - -0.65 (42/99.8) - 
Sep - -0.7 (34/99.8) -0.57 (24/98) -0.62 (81/99.8) 
Oct -0.42 (90/99.8) - - -0.58 (146/99.8) 
Nov -0.69 (87/99.8) -0.73 (50/99.8) o -0.53 (186/99.8) 
Dec -0.72/99.8) -0.49 (85/99.8) - -0.69 (168/99.8) 

 

Table 5. Monthly correlation between methane and ozone by source region. 
 

The positive weak and in some individual months fear correlation between CH4 and NCasl 

was identified throughout the year for all source regions. Only a case of weak negative correlation 

was found for the North Pacific region (# pairs of species is equal 13 with R=-0.34 at less than 80% 
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confidence level). Although CH4 and σsp are positively correlated throughout the year, there are two 

months - May and October - when they are negatively correlated for all trajectories arriving from 

different source regions with the transitional periods started in March and September. A positive 

correlation between CO2 and σsp was identified for January-February for the Eurasian and North 

Pacific regions with the transitional periods starting in March and December. The correlation 

between NCasl and CO2 has a negative sign during February-April for the trajectories arriving from 

the Eurasian region. NCasl and σsp are fairly positively correlated during late spring-summer for the 

Eurasian region and during July-September and November-March for the North Pacific region at 

95% and higher confidence level.  We should note that the spring period of transition is associated 

with the observed during this time the Arctic haze phenomenon. The fall-early winter reflect the 

beginning of the pollution gradual accumulation in the Arctic Basin pool as well as the partial 

stabilization of the process in the high arctic regions in the comparison with mid-latitudes. 

 

3.6. INFLUENCE OF THE PRUDHOE BAY INDUSTRIAL AREA ON BARROW’S 
RECORDS 

 
Prudhoe Bay Industrial Area (PBIA) is well known oil-developing region, which is located 

near the shore of the Arctic Ocean. It is situated approximately 300 km to the east-southeast of 

Barrow town at 110°. All facilities used to extract and transport oil cover approximately 2500 km2 

of the Alaskan arctic coastal plain. Previous work (Jaffe et al., 1991; Jaffe et al., 1995; Brooks et 

al., 1997) showed that the NOx , CO2, CH4 and black carbon from this region are transported to the 

Barrow observatory when the surface winds are from the east. In particular, these studies were 

related to consideration of the “specific events”, i.e. when measured concentrations at Barrow were 

relatively high. The question we stated in this study: what is the influence of the Prudhoe Bay 

industrial emissions on the Barrow data records? 

To investigate the PBIA’s influence on Barrow’s records we considered only trajectories 

which crossed the Canadian Arctic region and arrived at Barrow at altitude of 0.5 km . We divided 

these trajectories (from NLP dataset) into two groups based on the wind direction sector. First, 

trajectories arrived at Barrow from the sector of 110°±35°, i.e. from the Prudhoe Bay industrial 

area. Second, trajectories came from all other directions, i.e. from the Rest of the Canadian Arctic 

(RCA) region. Then, for these two groups (PBIA and RCA) we calculated and compared average 

monthly and yearly concentration of species and performed two component correlation analyses. 
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Comparison of species’ concentrations between these two groups revealed that there is a 

clear indication of aerosols’ importance on the Barrow’s records if the surface wind direction is 

from PBIA. Calculated average yearly concentration of species, standard deviation and number of 

cases used to calculate statistics for both groups are shown in Table 6. 
 

Species Prudhoe Bay 
industrial area 

Rest Canadian 
Arctic 

SS at 
95% cl 

CH4 1789.10±38.99 
(294) 

1798.07±35.64 
(1037) 

Y 

CO2 355.15±6.76 
(325) 

356.00±6.48 
(1159) 

Y 

O3 26.48±8.83 
(332) 

27.29±9.50 
(1219) 

Y 

Log BS -5.24±0.49 
(345) 

-5.25±0.47 
(1259) 

Y 

Log CN 2.47±0.43 
(345) 

2.24±0.45 
(1259) 

Y 

 

Table 6. Average concentration of species, standard deviation and number of cases to calculate 
statistics for PBIA and RCA groups (“Y” or “N” shows the statistical significance of the calculated 

results at 95% confidence level). 
 

As shown in Figure 5, in common, the higher NCasl is the signature of PBIA. On average 

throughout the year it is higher for PBIA than RCA, except during March, which is well known as 

the beginning of the Arctic haze spring period and when the most of the anthropogenic pollutants 

transport occurs from the remote industrial sources of the Eurasian continent. During this time at all 

elevations we have the relatively high probability of transport from these regions. We used 95% 

confidence level for the mean NCasl to show that this difference is well pronounced especially during 

July-February. Similar pattern exists for σsp showing on average higher concentration during May-

December for PBIA. But during January-April it shows higher average concentration for RCA. The 

dominance of these two species in the PBIA transport is not surprise, because FA-PCA analysis 

revealed that these species are strongly correlated with the RSPF factor. Other species – CH4, CO2 

and O3 – showed on average higher concentrations for the RCA group throughout the year, except 

during April when they all dominate in the PBIA 

Similar procedure to perform two component analyses was applied as described in chapter 

3.5 of this paper. Similar pairs of species were investigated. Similar results as for the Canadian 

Arctic region were obtained. Analysis for two groups showed that there is no large statistically 

significant difference between species’ correlations if PBIA and RCA are compared. We should 
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note that for the PBIA the correlation coefficient magnitude is higher for the following pairs of 

species: CH4 vs. CO2, Log CN vs. CO2, Log CN vs. O3. 

 
Figure 5. 95% confidence interval for the aerosol number concentration for Prudhoe Bay industrial 

area and Rest Canadian Arctic region vs. month (values, given along time axis, represent the 
number of points used to calculate average concentration). 

 

3.7. SPECIES’ TRENDS BASED ON HOURLY AND FLASK DATA 
 

In this study we used the NLP dataset to estimate trends of species measured at Barrow. 

Previous studies in general are related to estimation of trends for species at the measurement site 

(Dlugokencky et al., 1995; Ferguson and Rosson, 1991; Peterson and Komhyr, 1985; Polissar et 

al., 1999; Bodhaine et al., 1993). In this study we evaluated and compared trends with respect to the 

studied source regions.  

For this purpose, we considered concentration of species as a function of time: month and 

year. We have recognized that calculation of the trends for species is complicated due to natural 

variability and seasonal cycles. Therefore, first, we estimated trends for yearly average 

concentration of species by examining the residuals from the fitted line. Second, we calculated the 

average species’ concentrations for each source region, in each month and in each year. Then we 

grouped them by months – all Januarys, Februarys, Marches, etc - to calculate linear trends as a 

function of a month. This permits us to investigate when during a year the contribution into records 

is the largest and smallest. We calculated magnitude of each monthly trend and estimated how 

much variance could be explained. All calculated monthly trends for source regions as well as 

trends between regions were tested on statistical significance at different confidence levels. We 
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applied similar procedure for flask CO, CO2 and CH4 data. Calculated in our study species’ trends 

for source regions based on hourly and flask data are shown in Table 7. Values given in brackets 

show how much variance in time could be explained by given trend. The symbols “Y” or “N” show 

the statistical significance of the calculated trends at 95% confidence level in comparison with the 

“no source” region. CO2 monthly trends based on hourly data is shown in Figure 6. 
 

Source regions  
 

Species 
No Source Eurasian SS North Pacific SS Canadian 

Arctic 
SS 

Trends based on NLP dataset (used hourly data) 
CH4  

(ppb/yr) 
6.24 (0.83) 6.67 (0.92) Y 7.62 (0.80) Y 7.23 (0.85) Y 

CO2 
(ppm/yr) 

1.35 (0.87) 1.35 (0.91) N 1.25 (0.70) Y 1.45 (0.91)  Y 

Trends based on flask data 
CH4 

(ppb/yr) 
5.73 (0.61) 7.14 (0.88) Y 7.80 (0.66) Y 8.08 (0.93) Y 

CO2 
(ppm/yr) 

1.45 (0.82) 1.65 (0.91) Y 1.73 (0.78) Y 1.42 (0.98) Y 

 

Table 7. CH4 and CO2 trends vs. source regions based on hourly and flask data. 
 

At the beginning of discussion, we should note that calculated trends for source regions 

depend on the length of the considered time period.  I.e. in our study - on available isentropic 

trajectories (11 years), and hence possibly do not reflect long term trends for such species as ozone, 

aerosol scattering coefficient, σsp, and aerosol number concentration, NCasl, which have a tendency 

to slow the rate of increase in recent years. 

For CH4, positive trends statistically significant at 95% confidence level were identified 

during November-July for all source regions. These trends could explain on average 80 % of 

variance in time. It should be noted that during August-October trends are not statistically 

significant at the same confidence level and they explain a smaller fraction of variance. 

For CO2, positive trends statistically significant at 95% confidence level were identified for 

all source regions. The positive trends of smaller magnitude are observed during July-October with 

the highest during winter - beginning of the spring (Figure 6).  These monthly trends could explain 

between 90% of variance. The average trend of 1.36 ppmv/year was found at Barrow using NLP 

dataset. We should note that from all source regions the Canadian Arctic reflects the highest CO2 

trend (1.45 ppmv/year) in comparison with others. And the lowest trend - 1.25 ppmv/year – is for 

the North Pacific region during studied period. 
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Figure 6. CO2 monthly trends calculated using NLP dataset based on hourly data. 

 

Trends of less than 1 ppmv/yr were found for the North Pacific region during July and for 

the Eurasian region during September-October. These trends explain only 65% of variance in time 

in comparison with other months and regions. It is interesting to note that there is a shift in 

occurrence of the lowest trend: in July for the North Pacific region vs. in September-October for the 

Eurasian region. As we mentioned already the visual inspection of the “no source” trajectories 

during summer showed, that the prevailing transport is from the south and southwest, i.e. from the 

middle latitude’s areas of the Pacific Ocean. During fall, this type of trajectories shows transport 

from the northern latitude’s areas. We could speculate that the lowest trends depend on: 1) the 

duration of the growing season when the uptake of CO2 by vegetation will be the highest, and 2) the 

beginning of the heating season in the northern countries. In particular, this explains why during 

July trend of the “no source” region shows closer relationship with the North Pacific region, and in 

September - the Canadian Arctic region has the lowest trend as well as the Eurasian region. 

In this study we used carbon dioxide emissions’ database (Andres et al., 1999; 

http://cdiac.esd.ornl.gov/) and re-arranged available emission data for our geographical source 

regions for the studied period of 1985-1996 (Figure 7). It should be noted that we did not identify 

clear dependence of calculated trends vs. total CO2 emissions from fossil-fuel consumption. 

Although the rate of these emissions increase per year is higher for the North Pacific region, the 
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total amount of emissions was still lower than for the Canadian Arctic. This situation has been 

changing since 1995 but in this study, the later years were not considered. We could speculate that 

this discrepancy is connected with the relatively long residence time of CO2 and its uniform 

distribution in atmosphere, and possibly the change in total emissions would not be fast reflected in 

the trend’s records. 

Yearly total  CO 2 emissions vs. source  regions 
during 1985-1996
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Figure 7. Yearly total CO2 emissions from the fossil-fuel consumption vs. source regions during 

1985-1996. 

 

Although we did not obtained statistically significant trends for O3, σsp and NCasl by source 

regions, the following findings, which are valuable should be mentioned.  

First, all source regions showed a tendency of occurrence of negative O3 trends although 

with lower explanation of variance and lower statistical significance. Exception is the Eurasian 

region. In comparison with other source regions, this region has a long period (February-June) when 

the positive O3 trends statistically significant at 90% confidence level had occurred. These trends 

vary from 0.22 to 0.73 ppbv/year with the higher values during April-May. We speculate that 

existence of such phenomenon could be explained in the following manner. We estimated that 

majority of calculated trajectories from the Eurasian region passed through the arctic territories at 

altitudes between 0.5-5 km. During this time in the northern high latitudes the frequency of 

tropopause folds, which could transfer air and trace gases from the stratosphere into the 

troposphere, is relatively high and the height of tropopause is lower in comparison with middle and 
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low latitudes (Gruzdev and Sitnov, 1995; Blonsky and Speth, 1998; Elbern et al., 1998). In the same 

time the photochemistry contribution is minimized and therefore ozone losses are small. Although 

anthropogenic sources of O3 could contribute but not so significantly to change the common 

negative trend on opposite. There is another factor - possibility of O3 intrusions from the 

stratosphere – it has related to intensity of tropopause folds mentioned above as well as depends on 

the Polar vortex’s intensity (Jou, 1985; Newman et al., 1996). Support of stratospheric ozone 

intrusion contribution was obtained performing factor analysis in this study. Hence, for the Eurasian 

region, consideration of both O3 sources – anthropogenic and stratospheric ozone intrusions - with 

the dominance of the latter is reflected in occurrence of the positive trends during this time. 

Second, we looked for tendency in trends too, i.e. we considered also signs and magnitude 

of the trends, which explain smaller variances and are statistically significant at lower confidence 

levels. These tendencies could reflect possible common existing patterns, and could be compared 

with the previous studies applied for other time periods different from ours (1985-1995). In 

particular, for NCasl, we identified a common tendency of positive trends during summer and 

winter, and tendency of negative trends during spring, which are well related to existing seasonal 

cycle. We should note that only during December for all source regions was observed an average 

positive trend of 0.045 1/cm3/year. This trend is statistically significant at 95% confidence level and 

explains on average more than 55% of variance. For σsp, we identify a tendency of negative trends 

throughout the year for all source regions except during winter. 

Although using flask data we still were able to calculate trends at Barrow, we run into 

problems when trends by source regions were considered. Because there are only a few flask 

measurements per month, the number of points used to calculate averages by source region dropped 

drastically. In particular, this complicates correct calculation for the North Pacific region, where the 

number of measurements assigned to trajectories is the lowest. This also influenced the estimation 

of the statistical significance for the obtained trends due to small number of the points. Therefore, 

for more than half of the months in this region we were not able to obtain statistically significant 

trends using flask data, although NLP dataset constructed based on hourly measurement gave 

reasonable results. Our calculated CH4 and CO2 trends at Barrow based on flask data produced 

slightly higher values than based on hourly data. In particular, during studied period, CH4 trend of 

6.96 ppbv/year was obtained, if hourly data were used and 7.43 ppbv/year, if flask data were 

considered. Similarly, the CO2 trends of 1.36 and 1.48 ppmv/year were calculated when hourly and 

flask data were considered, respectively. 
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As well as hourly data, CO2 and CH4 flask data showed positive trends for all source regions 

and majority of these monthly trends are statistically significant at 95% confidence level. Although 

the negative CO trend (–2.3 ppbv/year) statistically significant at 95% confidence level was 

identified at Barrow using flask data for 1988-1996, we did not obtain statistically significant 

results considering the source regions separately. This negative trend is well known due to 

continuous decrease in the total anthropogenic emissions (Novelli et al., 1998). All source regions 

showed the tendency of negative trends throughout the year, except the Canadian Arctic region 

during June-August. It reflected the positive trends of 1.1-1.5 ppbv/year during these months, which 

we assumed are related to emissions from the Prudhoe Bay industrial area. To test this assumption 

we analyzed all (24) cases showed trajectories arriving from the Canadian Arctic region. We 

divided cases into two subgroups based on wind direction measured at surface: a) transport from the 

Prudhoe Bay industrial area (110°±35°) and b) transport from the rest of directions for the Canadian 

Arctic region. Finally, the average monthly CO concentrations for groups were calculated as shown 

in Table 8. We found that during summer on average the CO concentration is higher if an air mass 

arrived from the regional industrial area. 

Cases 
Months 

Prudhoe Bay 
industrial area 

Rest 
Canadian Arctic 

Canadian Arctic 
region 

 Avg StD # Mean StD # Mean StD # 
Jun 121.31 25.20 6 113.17 6.07 4 118.06 19.56 10 
Jul 102.91 32.89 4 100.24 11.12 4 101.57 22.78 8 
Aug 97.92 0.53 2 90.63 10.65 4 93.06 9.07 6 

Summer 111.28 26.39 12 101.34 12.96 12 106.31 20.96 24 
 

Table 8. CO characteristics for groups (average, standard deviation, and number of cases) based on 
the Canadian Arctic trajectories. 

  
Finally, we should comment that the use of flask data to calculate species’ trends at the 

measurement site would be more valuable if the estimation of global background trends is a goal of 

the study. From another side, the use of original hourly data is more appropriate if the trends of 

species will be related to different geographical source regions. 

 
3.8. FACTOR ANALYSIS 

 
The main purpose of the factor analysis (FA) is to reveal the underlying structure, which 

presumably exists within a set of multivariate observations. Such structure could be expressed as a 

pattern of covariance, variances or correlations between variables and similarities between 

observations (Davis, 1986). The main problem represented in factor analysis is solved extracting 
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eigenvectors and eigenvalues from a square matrix produced by multiplying of original data matrix 

by its transpose (Dillon and Goldstein, 1984). Analysis transforms the original dataset into a linear 

combination, which represents relationship between original variables. 

For FA as an extraction method we used the principal components analysis (PCA) method. 

This method is used to form uncorrelated linear combinations of the observed variables. The first 

component always explains maximum variance. All other successive components explain smaller 

portions of the variance and are all uncorrelated with each other. Two different approaches were 

used in our study. In the first approach, we did not rotate the extracted factors and therefore we 

analyzed un-rotated factor pattern matrixes. In the second approach, we used rotation methods to 

simplify the explanation of factor and variables, and we analyzed rotated factor pattern matrixes. 

We subsequently applied several rotation methods to check consistency and compare results 

obtained based on two approaches. In this study we used three different rotation methods (all 

orthogonal): varimax, quartimax, and equamax. The varimax method minimizes the number of 

variables that have high loadings on each factor, and therefore simplifies the interpretation of the 

factors. The quartimax method minimizes the number of factors needed to explain each variable, 

and therefore simplifies the interpretation of the observed variables. The equamax method is used to 

simplify the interpretation of both factors and variables. The role of variables is played by different 

chemical species in our study. For both approaches we analyzed the correlation between un-

rotated/rotated principal components and dependent variables.  

In our study the factor analysis – principal components analysis (FA-PCA) procedure was 

performed in several steps. Initially, datasets used in procedure were constructed based on two 

assumptions: a) the entire record at particular date was excluded if one of variables was missing in 

the record, and b) the variables in the record were replaced with a mean (“dummy values”) if 

variables have missing values. Both assumptions are valuable, because the first provides factor’s 

estimates based on real available data, and the second permits comparison if “dummy values” were 

incorporated in dataset. 

At the beginning, the initial statistics (including magnitudes of communalities for each 

variable, number of factors, related to each factor the eigenvalues and percentage of explained 

variance by each eigenvalue, as well as cumulative percentage of explained variance) was 

produced. At the second step PCA extracted from dataset the most valuable number of factors (we 

considered for each factor the eigenvalue with magnitude of 1 and higher to be important for further 

consideration). Then the factor pattern matrix containing information about correlation between 
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variables and particular valuable factors, and loading plots showing the variable loadings with 

respect to factors were evaluated. At the end the final statistics only for important factors was 

produced with similar characteristics as at the beginning of procedure. The similar procedure, 

described above, was also applied for different rotation methods. In this case, additionally, we 

check information about the maximum number of iteration steps required for method to converge, 

and instead of un-rotated we analyzed the rotated factor pattern matrix. 

FA-PCA procedure was performed for both NLP and YLP datasets. Then datasets were 

analyzed by month. A summary is presented in Tables 9 and 10. As an example, we included Figure 

8 which shows the magnitude of eigenvalues, percentage of explained variance and cumulative 

percentage of explained variance by month. Analysis revealed the existence of two main similar 

factors in both YLP and NLP datasets. The first and second eigenvalues are larger than 1 and 

distinguishable from each other throughout the year (Table 9, Figure 8). Although on average the 

third eigenvalue has magnitude of less than 1, during spring it is above 1 (Figure 8). Both datasets 

showed that by using the first two factors it is possible to explain on average more than 65% of 

variance in the studied system (Table 9, Figure 8). Additional contribution of the third factor raises 

the cumulative percentage of explained variance above 85%. It should be noted that the application 

of the third factor is limited by the possibility of the eigenvalue to be distinguishable from the other 

eigenvalues only during spring. 
 

Dataset NLP YLP 
Factor Factor 

#1 
Factor 

#2 
Factor 

#3 
Factor 

#1 
Factor 

#2 
Factor 

#3 
Average magnitude of 

eigenvalue 
(excl dummy values) 
(incl dummy values) 

 
2.21 
2.04 

 
1.22 
1.21 

 
0.84 
0.86 

 
2.22 
2.00 

 
1.19 
1.14 

 
0.84 
0.86 

Average explained 
variance (in %) 

(excl dummy values) 
(incl dummy values) 

 
 

44.5 
40.1 

 
 

23.7 
22.7 

 
 

16.8 
17.2 

 
 

44.2 
40.7 

 
 

24.4 
24.2 

 
 

16.8 
17.2 

 
Table 9. Average magnitude of eigenvalues and percentage of average explained variance vs. 

different factors for NLP and YLP datasets including or excluding dummy values. 



 34

 
Figure 8. Eigenvalues, percentage of explained variance and cumulative percentage of explained 

variance by eigenvalues vs. month (case: YLP dataset, no dummy values, equamax rotation). 
 

The first factor reflects higher correlation with the carbon group species represented by CH4 

and CO2. Both species have relatively long residence time in the atmosphere (about 5-7 years for 

CO2 (Warneck, 1988; Houghton, 1995) and about 9-12.5 years (Slinn, 1988; Harris et al., 1992)) 

and during last decades were mostly accumulated due to anthropogenic contribution. The long 

residence time implies that both species are approximately conserved during long range transport 

from the remote geographical regions. Both species are also positively highly correlated between 

each other (Conway and Steel, 1989; Jaffe et al., 1995). We called it the “global hemispheric scale 

pollution factor” (GHSPF). The second factor reflects higher correlation with NCasl and σsp. Both 

have relatively low residence time -order of several days to several months (Warneck, 1988) - in the 

comparison with the first factor and more likely could be assigned to “regional scale pollution 

factor” (RSPF). Only during spring the third factor emerged separately which is characterized by 

high (>0.9) correlation of O3 with this factor. We called it the “stratospheric ozone intrusions 
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factor” (SOIF). The explanation of this pattern lies in the following two facts. First, during this time 

of the year within the high northern latitudes there is a high probability of air intrusions from the 

stratosphere into troposphere (Chatfield and Harrison, 1977; Gregory et al., 1992). Second, 

observations show that the troposphere represents a well-mixed layer in the Alaska Arctic, i.e. there 

is high probability of faster downward transport to boundary layer (Strunin et al., 1997; Wessel et 

al., 1998). 

 
Dataset NLP YLP 
Factor GHSPF RSPF GHSPF RSPF 

Species 
Rotation method 

CH4 CO2 Log 
BS 

Log 
CN 

CH4 CO2 Log 
BS 

Log 
CN 

(excl dummy values) 
                    Unrotated 

 
0.89 

 
0.76 

 
0.62 

 
0.52 

 
0.87 

 
0.72 

 
0.61 

 
0.47 

Varimax 0.87 0.81 0.57 0.67 0.89 0.83 0.70 0.62 
Equamax 0.87 0.81 0.57 0.67 0.89 0.83 0.70 0.62 

Quartimax 0.87 0.81 0.58 0.66 0.89 0.82 0.60 0.53 
(incl dummy values) 

Unrotated 
 

0.85 
 

0.70 
 

0.67 
 

0.49 
 

0.81 
 

0.67 
 

0.45 
 

0.43 
 

Table 10. Average correlation coefficients between factors and species applying different rotation 
methods for NLP and YLP datasets including or excluding dummy values. 

 

As an example, we included Figure 9, which shows the correlation of different species with 

factors reflecting the dominance of particular groups of species by month. A summary shown in 

Table 10 represent the correlation coefficient between species and the first two factors (GHSPF and 

RSPF) obtained by applying different rotation methods and using different datasets. The values 

shown in the table are calculated averages based on monthly magnitudes of correlation coefficients. 

All weak correlations of species (less than ±0.20) with factors were omitted, hence, we see that both 

factors are strongly correlated only with a particular group of species. Special attention should be 

paid to ozone (not included in table) which had showed on average a fair negative correlation of -

0.43 with the GHSPF factor. In particular, we found the correlation coefficient between GHSPF and 

O3 is –0.40 and –0.46 for NLP and YLP datasets respectively. We should mention that the nature of 

ozone is more complicated, especially in the Arctic regions, where role of sources is played by: a) 

intrusions from the stratosphere, b) tropospheric photochemistry (NOx and HC) and c) 

anthropogenic sources. As we mentioned before we did not identify a statistically significant trend 

for O3 in comparison with CH4 and CO2 in our study. We could speculate that O3 is related to 



 36

probable sources on a local scale at Barrow, but it is not related to the mentioned factors, except 

during spring when it emerges as a separate factor OSIF. 

 
Figure 9. Correlation coefficients between species and factors vs. month (case: YLP dataset, no 

dummy values, equamax rotation). 
 

An occurrence of interesting similar pattern in all datasets – weak correlation of CO2 with 

GHSPF and strong negative correlation with RSPF during July - let us speculate that during this 

time of the year CO2 concentration has a local nature. In fact in the Northern Hemisphere during 

summer (at Barrow - July) there is a seasonal decline in CO2 largely due to photosynthesis (Keeling 

and Whorf, 1994). 

As we see from Table 10 the incorporation of dummy values in datasets for FA-PCA 

analysis does not change significantly the magnitudes of species’ correlation with factors. It should 

be mentioned also that if dummy values are not considered on average 258 and 389 records per 

month are used for FA-PCA analysis for NLP and YLP datasets respectively. If FA-PCA analysis is 

performed incorporating dummy values then the number of records increases by 23 and 45% per 
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month for NLP and YLP datasets respectively. Comparison results of YLP with NLP dataset 

showed that the similar first two factors (GHSPF and RSPF) also exist in NLP dataset formed by 

the same groups of species. Factor SOIF emerged during spring too, although it did not occur in 

April. It is interesting that at the same time O3 has a positive strong correlation (0.64) with RSPF 

allowing us to speculate that there is a probability of regional sources of ozone (possibly Prudhoe 

Bay industrial area).  

It should be kept in mind, that presumably all possible local pollution events were excluded 

from the YLP dataset to build the NLP dataset, and then to prepare dataset for FA-PCA procedure 

some records were also additionally excluded due to missing values for some variables. Although a 

smaller in the size the NLP dataset showed a similar pattern. 
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SUMMARY AND CONCLUSIONS 
 

Backward isentropic trajectories arriving at Barrow, Alaska had been calculated for 1985-

1996 using an isentropic trajectory model. Calculated trajectories were used to relate air transport 

patterns at Barrow to different possible source pollution regions using hourly (CH4, CO2, O3, NCasl 

and σsp) and flask (CH4, CO2, and CO) data records. Segregation of trajectories was used to group 

trajectories, assigned them into different source regions (European and Taymyr as Eurasian; East, 

West, and Central North Pacific as North Pacific; and Canadian Arctic) with the rest attributed to 

“no source” category. In this study we combined trajectories with the available chemical records to 

look into the relationship between species and trajectories showing transport from different regions, 

to examine the correlation between species and evaluate the dependence of variations in flow 

patterns vs. chemical species. We also combined trajectories with the available chemical records to 

look into the interspecies relationship, species trends vs. source regions, and possibility of the 

Prudhoe Bay industrial area influence into the Barrow’s records. 

The main results of our study are as follows: 

1. The clear pattern of the Eurasian region predominance in the transport of the anthropogenic 

pollutants such as CO, CO2 and CH4 was identified and it is in a good agreement with σsp 

data for the same period. The North Pacific region shows the higher concentration of NCasl 

in comparison with others, which is mostly due to larger contribution of natural than 

anthropogenic sources. 

2. Although 5-day trajectories reflecting main flow patterns show similar results for average 

concentration of species, they are less useful for identification of the source regions if the 

elevated and lowered events are considered, and therefore, 10-day trajectories will be more 

appropriate. 

3. Although the usage of the shorter duration trajectories (5 instead of 10-day) increase the 

number of trajectories assigned to “no source” group, it does not change significantly the 

distribution of average concentration of species throughout the source regions.  

4. Similar conclusion could be made if trajectories at different altitudes are used for 

interpretation of chemical species. Therefore, we are able to keep the tracking of “more 

polluted” regions in comparison with others on a base of main average flow patterns. 

5. A strong positive correlation was identified between CH4 and CO2 statistically significant at 

99.8% confidence level for all trajectories arriving from different source regions throughout 

the year except July. A strong negative correlation was found between CH4 and O3 
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statistically significant at 99.8% confidence level for the trajectories associated with the 

transport from the northern source regions during September-January and from the North 

Pacific during winter and summer. 

6. Transitional periods, when the sign of correlation between species changed on opposite, 

were identified. These periods exist for the following species: CH4 vs. LogBS during March 

and September and O3 vs. LogCN during March and June for all source regions; and CO2 

vs. LogBS during March and December for the Eurasian and North Pacific regions. 

7. Detail analysis of species concentrations vs. trajectories arrived from the Prudhoe Bay’s 

direction using the Canadian Arctic region trajectories showed the predominance of the 

aerosol species – aerosol scattering coefficient, σsp and aerosols number concentration - as 

the signature of the regional scale influence on the Barrow’s records. 

8. The positive statistically significant trends for CO2 and CH4 were identified for all source 

regions, with an average trend of 1.36 ppmv/year and 6.96 ppbv/year at Barrow, 

respectively. 

9. Although in general O3 is characterized by negative trends, there are the positive trends 

during February-June for the Eurasian region (with the highest magnitude of 0.22-0.73 

ppbv/year during April-May), which are supposedly is a result of the stratospheric ozone’s 

intrusions. 

10. In this study, using 1985-1995 data, we did not obtain certain statistically significant trends 

for σsp and NCasl vs. source regions. 

11. In general, there is an average negative CO trend of –2.3 ppbv/year at Barrow, although the 

summer is characterized by positive trends of 1.1 -1.5 ppbv/year for trajectories arrived 

through the Canadian Arctic region. It is also should be noted that the concentration of CO 

is on average higher, if trajectories arrived from the direction of the Prudhoe Bay industrial 

area. 

12. Factor analysis revealed the existence of several factors in the datasets. There are two major 

factors – global hemispheric scale pollution factor (GHSPF) and regional scale pollution 

factor (RSPF) – which represent the contribution of the carbon and aerosol species 

throughout the year. The third factor – stratospheric ozone intrusions factor (SOIF) – is 

reflected only during spring. 
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13. Although in this study we suggested that month-to-month and year-to-year flow variations 

might be reflected in the concentration of the species measured at Barrow, we did not obtain 

a clear pattern-explanation for all species. 

At the end of the conclusion, we should mention that in this study we accounted several 

problems, which will require additional attention in the future studies. These problems are related to 

the complete and correct interpretation of chemical records on the basis of trajectories, and they are 

connected with the following issues:  

1. accuracy of trajectory calculations for the time periods more than 5 days; 

2. large divergence of trajectories at elevations of 0.5, 1.5 and 3 km  for the same temporal 

term, showing atmospheric transport from the different source regions; 

3. if trajectories (“mixed trajectories”) on their way to Barrow crossed several source regions 

than they carry out a “chemical fingerprint” of several regions simultaneously, 

therefore, these lead to difficulties in the correct assigning of trajectories to the particular source 

region of smaller geographical sizes, and hence will require a generalization. 

The problems we mentioned would allowed us to speculate that the consideration of 

chemical species (average concentration and specific cases of the elevated and lowered 

concentrations) with respect to source regions must be accompanied by the subsequent calculation 

of trajectories into two steps. First, several trajectories at one altitude with the different 

geographical resolution should be calculated and presumable they need to be the closest to the 

surface or within the boundary layer. For example, it could be 1° x 1° latitude/longitude box around 

the site. Second, then the trajectories at several altitudes above the site need to be calculated in 

order to analyze the differences in the spatial flow patterns, i.e. are there cases, which may show a 

“chemical fingerprint” of several source regions. Third, if the higher temporal resolution 

meteorological data is used to calculate trajectories, it is the better. We believe that this approach 

could eliminate the assignment of the chemistry to unrelated source region, and hence to improve 

the interpretation of the chemical records. 

 We assume that the further studies would require a consideration of the additional locations 

with the similar measurement programs to support the main conclusions of this study, for example, 

the Alert site in the Canadian Arctic. 
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