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1. Introduction.

The microphysical model from the Danish Meteorological Institute calculates the time de-
pendent polar stratospheric cloud (PSC) particle size distributions and chemical compositions
together with changes in gas phase mixing ratios of water vapor (H,O) and nitric acid vapor
(HNO3), assuming an initial size distribution of background sulfate aerosols. The model
simulates the formation, growth, evaporation, and sedimentation of type 1b PSC particles (su-
percooled ternary solution, STS); type la PSC particles (assumed to be composed of nitric
acid trihydrate, NAT), type 2 PSC ice particles, and frozen sulfate aerosol particles, assumed
to be composed of sulfuric acid tetrahydrate (SAT). The model applies the basic vapor diffu-
sion equation to calculate the exchange of mass between the gas and condensed phase during
particle growth and evaporation. The model comprehends a number of possible pathways for
phase changes and the formation of solid type PSC particles. This includes the calculation of
homogeneous freezing rates of ice in STS particles to form solid type 2 PSC particles a few K
below the ice frost point. The model also allows for heterogeneous nucleation of pre-activated
SAT for the formation of type la PSC NAT particles in addition to deliquescence of SAT
particles during cooling below the STS threshold temperatures and SAT melting at higher
stratospheric temperatures. The model is written as an atmospheric box model, facilitating a
coupling to chemical transport models, photochemical trajectory models, and optical models.

The associated optical model calculates aerosol volume backscatter coefficients and extinction
coefficients at specified wavelengths in the visible and near-infrared, applying Mie scattering
theory and using the particles size distributions as calculated by the microphysical model.
Composition-dependent refractive indices of sulfuric acid and supercooled ternary solution
particles are used for the optical calculations.

This report gives a short overview of the nature of PSC particles and their role for strato-
spheric ozone depletion in polar regions (chapter 2). Then follows a detailed description of the
applied microphysical theory (chapter 3) and a description of the structure of the microphysi-
cal simulation models (chapter 4). The associated optical model for calculation of aerosol
backscatter and extinction coefficients is described in chapter 5. A number of examples of
PSC simulations and an overview of previous usage of the microphysical model are given in
chapter 6, followed by a description of the Fortran90 subroutines and computer programs in
chapter 7. A list of principal symbols and physical constants is provided in the Appendix.
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2. The role of PSC in polar ozone depletion.

Heterogeneous chemistry.

It has been recognized for several years that polar stratospheric clouds (PSC) play a key role
for strong chemical ozone depletion during late winter and early spring in both polar regions
[WMO, 1995, 1999]. The influence of the stratospheric particles on ozone depletions is two-
fold: 1) the aerosol and cloud particles provide the surfaces where fast heterogeneous chemi-
cal reactions convert inactive halogen reservoir species into potentially ozone-destroying radi-
cals, and 2) the cloud particles are composed of nitric acid and water; gravitational sedimen-
tation of the particles may lead to a vertical redistribution of these species with irreversible
denitrification and dehydration in the altitude range where the particles form, prolonging
chemical ozone destruction by reactive chlorine.

The most important heterogeneous chemical reactions in relation to PSC particles [e.g. Solo-
mon, 1999] comprise
CIONO; + HCI — Cl, + HNO;s
CIONO; + H,0 — HOCI + HNOs
HOCI + HCl — Cl, + H,O 2.1
BrONO; + HCl — BrCIl + HNOs
BrONO; + H,O — HOBr + HNO;
HOBr + HCI — BrCl + H,O
and
N;Os + H,O — 2 HNOs (2.2)

Photolysis of the products in the first group of reactions (2.1) lead to a release of halogen at-
oms (Cl, Br) from their reservoir forms (CIONO,, HCI, and BrONQO,). The reactive halogen
species enter catalytic photochemical ozone destroying cycles in the lower polar stratosphere
such as

2 (Cl+ 03 — ClO + 0y) Cl+ O3 — CIO + O,
ClO +CIO +M — CL,O, + M Br+ O; — BrO + O,

C1L,0, + hv — Cl + ClO, BrO + ClO — Br + ClO, (2.3)
ClO,+M 5 Cl+0,+M ClO,+M 5 Cl+0,+M

net: 20; -3 0, net: 203 =>30,

These catalytic cycles can only proceed if the concentration of NO; is low since the reaction

NO; + CIO — CIONO, (2.4)
would transfer the reactive chlorine back to the reservoir form (also the reaction CI+CH4 —
HCI+CHj transfers Cl, more slowly, back to the reservoir form).

Nitric acid (HNO;3) is the dominant member of the reactive nitrogen family
NOy={HNO3+NO+NO,+NO3+2(N,05)*HO,NO,} in the lower stratosphere. Interactions
among these species include
HNO; + hv — OH + NO, (2.5)
HNO; + OH — NOs + H,O
where NO, is generated and
NO,+NO3+M — N,Os+M (2.6)
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Dinitrogen pentoxide (N,Os) will photolyze in daylight back to NO, and NO3, but may also
interact heterogeneously as indicated in the last of the above heterogeneous reactions (2.2).

The condensation of HNOjs to form the PSC particles implies a lower concentration of reac-
tive nitrogen NOy and thereby, due to (2.5), to a lower concentration of NO, in the gas phase
(denoxification). The role of reaction (2.4) to deactivate chlorine would thereby be reduced
and the lifetime of reactive chlorine would be prolonged. If the PSC particles, containing
HNO:s, fall to lower altitudes an irreversible removal of reactive nitrogen may take place (de-
nitrification) which may prolong the catalytic ozone depletion reactions. At temperatures be-
low the ice frost point, gravitational sedimentation of relatively large type 2 PSC ice particles
may also lead to a vertical redistribution of water and dehydration on the layer where the par-
ticles form.

The rate of the heterogeneous reactions depend strongly on temperature and the chemical

composition and physical phase of the particles as shown for the first of the above heteroge-
neous reactions (2.1) in Figure 2.1.

CIONO5 + HCl —> Cly + HNO3
(50 mb, 1ppb HCI)

i
&
R R LLLL

El
1 +]

1L 1ieell

S
=

1 1ouepnl

1073

1 il

o
=]

-
Q
)
1 ||||||| 1 ||||||| 1 ||||||| | L |.:||||| ,
[

heterogenous loss rate [s™]

od gl

198 200

10—7 | I R
188 190 194 196
TIK]

Figure 2.1. Rate of an important heterogeneous chlorine activating reaction, plotted as function of tempera-
ture, for liquid (Type 1b), solid (Type 1a NAT and Type 2 ice) PSC particles, and frozen sulfuric acid tetra-
hydrate (SAT) aerosol particles. The horizontal lines indicate the lifetime of the reaction partners. Adapted
from Carslaw et al. [1999b]; courtesy K. Carslaw.
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Stratospheric particles.

In addition to the ubiquitous stratospheric sulfate aerosols, early satellite observations showed
that cloud particles form in both polar stratospheres at very low temperatures. Groundbased
and airborne lidar backscatter and depolarization measurements have been used to classify the
stratospheric particles of relevance for the ozone depletion [e.g. WMO, 1999], cf. Figure 2.2
and 2.3. Two types of PSCs forming respectively above (type 1) and below (type 2) the ice
frost point temperature (Tj..) were originally identified [Poole and McCormick, 1988]. The
former type was later subdivided into lidar depolarizing (presumably solid) type la PSCs
(blue symbols in Figure 2.2 and 2.3) and non-depolarizing (liquid) type 1b PSCs (red symbols
in Figure 2.2 and 2.3).

Volume depolarization (%)
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Figure 2.2. Classical categorization of PSC and Figure 2.3. The same Arctic aerosol and PSC
stratospheric sulfate aerosol particles, based on li- measurements as in Figure 2.2, plotted against

dar backscatter and depolarization measurements the difference between the air temperature and
from Ny Alesund and McMurdo. Adapted fiom Tnart. Adapted from WMO[1999].
WMO[1999], courtesy R. Neuber and A. Adriani. ‘

Whereas type 2 PSCs (magenta symbols in Figure 2.2) are composed of water ice particles, it
was originally suggested that type 1 PSCs were composed of nitric acid trihydrate (NAT)
which is stable at the stratospheric conditions [Hanson and Mauersberger, 1988]. However,
some type 1 PSCs were observed in the Arctic at high supersaturations with respect to NAT.
Airborne particle volume measurements later showed an excellent agreement with models,
assuming the particles to be composed of liquid supercooled ternary solutions (STS;
HNO3/H,SO04/H;,0) [Tabazadeh et al., 1994; Carslaw et al., 1994]. Various lidar observations
and airborne and balloonborne measurements are consistent with the description of type 1b
PSCs as being composed of STS particles. The composition and, in particular, the formation
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of solid type PSCs and their northern hemisphere implications are much more uncertain and
has been in focus of European and US research in recent years. Thorough reviews of past
stratospheric aerosol and PSC research, leading up to the current level of understanding, have
been given, e.g. by Fiocco et al. [1997], Peter [1997], Carslaw et al. [1997], and WMO [1999,
chapter 3].

The current “standard” picture of stratospheric particles of relevance for ozone depletion
comprises the liquid and solid-phase sulfate aerosols and Type 1a, 1b, and 2 PSCs. However,
there are observations of so-called transition type PSCs (green symbols in Figure 2.2); this
name being given to those particles since they could be of a mestastable solid-phase composi-
tion or being observed under non-equilibrium conditions, both indicating a possible transition
to a more stable configuration. This will be discussed in more detail below.

Looking first at the “standard” particles, the liquid type 1b PSCs show a compact relationship
between e.g. lidar backscatter ratio and temperature (red symbols in Figure 2.3) indicating that
the particles undergo a rapid increase in volume at temperatures roughly 4 K below the NAT
existence temperature (Tnat), turning into fully developed type 1b PSC slightly above the ice
frost point temperature. This is in good agreement with in predictions from the STS equilib-
rium model as shown in Figure 2.4. The type 1a PSCs are observed at all temperatures below
Tnat (blue symbols in Figure 2.3), and at least part of these particles are likely composed of
NAT.

Considering possible trends of decreasing temperature and increasing water vapor in the polar
stratosphere, it is worth noting that PSCs form in a very narrow temperature range, mainly
depending on the water vapor concentrations. Figure 2.4 shows the temperature growth range,
assuming variations of £20% in H,O and HNOj; concentrations.

The two temperature-axes in the lower part of Figure 2.4 gives a rough indication at which
temperature intervals, relative to Tnar and Tice, that different “standard” type particles could
exist. At decreasing temperature the liquid sulfate aerosols will gradually take up nitric acid
and water, turning into type 1b PSCs. Extensive laboratory and theoretical investigations have
shown that the liquid particles will freeze into ice only at temperatures 3-4 K below Tic. [Koop
et al., 1997a, 1998; Chang et al. 1999; MacKenzie et al., 1998]. Once frozen into type 2 PSC
ice particles, nitric acid could nucleate into NAT by vapor deposition on these particles. At
temperatures above Tjc. the ice would evaporate, leaving behind type 1a PSC NAT residual
particles, which could exist at temperatures below Tnat. At higher temperatures a sulfate rem-
nant in the solid particles could be composed of sulfuric acid tetrahydrate (SAT) which would
melt at temperatures above roughly 216 K [Middlebrook et al., 1993]. Many details about the
phase transitions are unknown and will be discussed in more detail below. However, it is im-
portant to note the temperature hysteresis in the phase transition cycles which require that the
temperature history of the particles must be known to give a realistic microphysical simulation
of the particle formation, complicating parameterisations of PSC occurrence in larger atmos-
pheric chemistry models.
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Figure 2.4 Type 1b PSC (STS) particle equilibrium chemical composition (upper panel) and volume (lower
panel), calculated as function of temperature [Carslaw et al., 1995] at 35 hPa, assuming 5 ppmv H,0, 10
ppbv HNOs, and 0.4 ppbv H,SO, (black curve). The upper panel shows how the chemical composition con-
tinuously changes from a nearly binary H,SO, solution through a ternary composition into a nearly binary
HNO; solution at decreasing temperatures. In the lower panel, the blue curves indicate the volume range as-
suming 5t1 ppmv H,O and the green curves assuming 1012 ppbv HNO;. The two red curves indicate the
particle volumes, assuming 10 and 100 times increase in H,SQOy, typical for volcanic conditions. Tyat and T,
are indicated on the temperature axis with the H,O-variation range (blue square symbols) and the HNO;-
variation range (green circle symbols). The temperature axes in the lower part indicate the temperature exis-
tence range of different stratospheric particle types, showing the temperature hysteresis with freezing of liquid
particles 3-4 K below T, and melting around 216 K.

The phase transitions are important, both because the heterogeneous reaction rates depend on
the chemical composition of the particles (Figure 2.1), and perhaps more importantly because
only solid particles could induce a denitrification which may prolong the chemical ozone de-
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struction. Growth of type 1b PSCs implies a distribution of the available nitric acid on all par-
ticles. In order to obtain a significant fall speed, the available nitric acid must condense on a
relatively small number of solid-phase particles for these to grow to sufficient sizes and only
type 2 or type la PSC could be responsible for denitrification. The question of PSC phase
changes is particularly important in the Arctic stratosphere where synoptic minimum tem-
peratures typically hover around the PSC thresholds (Figure 2.4), and complicated phase tran-
sitions could take place in individual air parcels. Synoptic temperatures rarely drop below Tice
and mesoscale temperature fluctuations may therefore have a more important hemispheric
influence here, compared to the SH. The Arctic interannual temperature variability will also
introduce a large variability in PSC properties. Only occasionally has denitrification been ob-
served in the Arctic stratosphere in contrast to Antarctica where a nearly complete and regular
denitrification takes place each year in the lower stratosphere inside the polar vortex, pointing
out the strong influence of lower temperatures on PSC properties and the influence on the gas
phase.

Shindell et al. [1998], using a global climate model with simplified ozone chemistry, have
predicted that increased concentrations of greenhouse gases may lead to a more stable Arctic
vortex with less frequent warmings, 5-10 K lower stratospheric temperatures and increased
ozone depletion. Waibel et al. [1999] went one step further investigating the effects of denitri-
fication on ozone depletion, both in a recent cold Arctic winter (1994-95) and in a future
stratospheric climate with lower temperatures. The applied microphysical model assumes that
NAT condenses on a small number of ice particles, which form by freezing of type 1b PSCs at
1.5 K below Tijc.. Using daily meteorological temperature data to simulate the PSC formation
and calculating particle sedimentation in a 3D-transport scheme, it was possible to reproduce
the observed denitrification in the 1994-95 winter. Assuming the calculated loss of HNOj3
inside the vortex throughout March, it was possible by a photochemical model also to repro-
duce the observed ozone depletion, revealing 55% more ozone loss in air parcels with the
simulated denitrification around 19 km altitude. The investigations show that the Arctic deni-
trification is highly sensitive to temperature changes. Reducing the Arctic vortex temperatures
by 5 K, predicted to occur in a doubled CO, climate, leads to removal of more than 80% of
the available NOy. The simulations show that reducing the inorganic chlorine concentrations
to prescribed year-2070-conditions (comparable to 1980) will result in nearly the same ozone
depletion as in winter 1994-95, indicating that enhanced denitrification will delay the recovery
of the Arctic ozone until late in the 21% century.

Solid type PSC formation and phase transitions.

Microphysical details about the solid type PSC formation have been revealed from airborne
lidar measurements in strong mountain leewave events over northern Scandinavia [Carslaw et
al., 1998; Wirth et al., 1999]. By flying nearly parallel to the wind direction over the moun-
tains, quasi-Lagrangian pictures of the evolution in particle formation have been obtained.
These “natural laboratory experiments” have shown that essentially all liquid particles, which
have formed upwind of the mountains, freeze directly into ice when the air parcels are cooled
adiabatically to temperatures at least 3-4 K below the ice frost point. In the subsequent heating
most of the particles return to the liquid state. However, some of the observations have shown
that by following the airparcels several (hundred) kilometers downwind of the locations where
the ice particles formed, a tail of solid particles emerges out of the liquid particles which are
left behind after the ice evaporation.
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Apparently the ice particles have induced the formation of a number of nitric acid dihydrate
(NAD) or trihydrate particles. The observations show that the presence of liquid type PSCs
and the cooling rate prior to the ice formation may have an influence on the number of ice
particles serving as sites for hydrate particle formation and how long downwind that hydrate
particles emerge. If the air is cooled at high rates (=70 K h™") from temperatures above PSC
conditions, the particles may not have time to grow significantly and ice will form in relatively
small particles and a large fraction of these particles (60%) may serve as sites for nitric acid
hydrate nucleation. The solid type 1 PSCs will then appear at short distances from the ice
formation region. The situation is different if type 1b PSC have formed prior to the freezing or
during more slowly cooling. Then ice will form in larger particles and only a smaller fraction
(2%) of the smallest particles will be suited for hydrate nucleation, showing up as type la
PSCs at much larger distances away from where the ice particles form. Tsias et al. [1999]
analyzed airborne lidar measurements east of Greenland of a rare solid type PSC, character-
ized by relatively high backscatter ratios that fall outside the usual type 1a PSC classification.
These observations could be explained by assuming that a relative large fraction (50%) of ice
particles serve as sites for NAT nucleation in contrast to a much lower fraction to explain the
usual type 1a PSCs.

In Figure 2.5 various pathways for phase changes between liquid and solid particles, to be
consistent with the observations, will be discussed [cf. Koop et al., 1997b; Carslaw et al.,
1999a]. Liquid particles, shown in the left-hand side of Figure 2.5, will take up HNO; and
H,O at decreasing temperatures, turning into STS type 1b PSC particles, and ice will eventu-
ally freeze out 3-4 K below the ice frost point.

Laboratory experiments [Koop et al., 1997a] have shown that NAT and SAT are unlikely to
freeze heterogeneously from the ternary liquid surrounding the ice enclosure and these parti-
cles might turn into liquid particles after ice evaporation in a subsequent heating. On the other
hand, if the surface of the STS film breaks and the ice surface becomes exposed to the gas
phase in some of (the smaller) particles, nucleation of NAT by vapor deposition from the gas
phase could take place (this may provide a selective nucleation mechanism whereby a small
number of relatively large NAT particles may form). It is unclear if the remaining STS solu-
tion would freeze into SAT and NAT at this point. This detailed freezing scenario remains to
be confirmed from laboratory experiments although some airborne lidar observations of
freezing processes in mountain leewaves [Carslaw et al., 1998; Wirth et al., 1999] could be
explained by these freezing assumptions as discussed below.

Other freezing experiments on micron sized binary (H,SO4/H,0) and ternary solution parti-
cles [Koop et al., 1998; Chang et al., 1999] have been used to constrain thermodynamic prop-
erties (mainly the diffusion activation free energy of water molecules across the ice/solution
phase boundary) to be used by classical homogeneous freezing theory to describe the liquid-
to-solid phase transition [Tabazadeh et al., 1997a, b; 2000]. This theory, which has been ap-
plied in the present microphysical model and which will be described in more detail in chapter
3, implies that freezing will be proportional to the particle volume. Freezing will start among
the largest particles in the size distribution. Since the freezing rate depends strongly on the
water partial pressure, the first formed particles will take up water vapor by condensation and
may prevent the smallest particles in the size distribution to freeze.



2. The role of PSC in polar ozone depletion 13

If temperatures are kept below Tnat a slow (hours to days) transfer of nitric acid will take
place from remaining STS liquid particles and liquid film to the solid particles. Below the ice
frostpoint type 2 PSC ice particles will form by condensation of both water vapor and HNO;
on the solid particles. At temperatures above Tic. ice will evaporate, leaving behind a type 1a
PSC, and eventually NAT will evaporate above Tnat, turning the remaining sulfate particle
into a liquid aerosol (this pathway not included in the present model) or a frozen SAT particle
that will melt above = 216 K. However, if SAT particles are cooled again, and HNO; now
remains in the gas phase, thermodynamical model calculations [Koop and Carslaw, 1996]
have shown that SAT will be unstable and start melting, taking up HNO; and H,O to form
ternary solution droplets. During this process NAT may nucleate from the liquid on not-
completely dissolved SAT [Iraci et al., 1998], again forming a type 1a PSC particle above the
ice frost point. Although SAT has been shown not to be efficient for NAT nucleation by vapor
deposition [MacKenzie et al., 1995, Iraci et al., 1995], laboratory experiments have shown
that SAT, onto which NAT has previously been deposited (pre-activated SAT), has a larger
ability for NAT nucleation [Zhang et al., 1996], providing an alternative way to generate type
la PSC particles above Tijc.. Presumably it would be difficult from field measurements to dis-
criminate between these two pathways, and only the pre-activated-SAT-pathway or complete
dissolution of the SAT particle into a STS particles are included in the present model.

It has been suggested that type 2 PSC ice particles may obtain a coating of NAT that could
prevent or slow-down the ice evaporation (this process is not included in the present micro-
physical model). The prolonged lifetime of large particles with a significant fall speed would
provide a mechanism for vertical transport of nitric acid. The NAT coating might form if ice
particles fall to lower altitudes into warmer layers with supersaturation with respect to NAT
[Wofsy et al., 1990a] or in mountain leewaves when solid particles, composed of ice and
NAT, preferentially evaporate the ice leaving behind a NAT coating [Peter et al., 1994].
There has been some observational evidence for the existence of NAT coated ice particles
[Goodman et al., 1997]. Laboratory measurements seem to indicate an uncertainty whether the
NAT coating would reduce the ice evaporation [Biermann et al., 1998; Warshawsky et al.,
1999]. However, it is speculated that NAT nucleation on ice that breaks the STS film (cf. Fig-
ure 2.5 and the above mentioned freezing mechanism) may cause the whole STS film to crys-
tallize thereby forming a more efficient (less porous) NAT coating of the ice particle [Bier-
mann et al., 1998].

Microphysical simulations of the growth and evaporation of STS type 1b PSC particles in
strong mesoscale temperature fluctuations show that only the smallest particles in the size
distribution will obtain equilibrium with the gas phase due to slow diffusion of HNOj3 during
condensation onto the larger particles [Meilinger et al., 1995]. In particular during subsequent
fast heating (=150 K h™) from temperatures slightly above Tic, the smallest particles may
shortly turn into nearly binary nitric acid solutions with HNO; weight fractions greater than
58% (2.5:1 H,O:HNO; molar ratio) which may favor a homogeneous freezing into (metasta-
ble) NAD [Tsias et al., 1997; Prenni et al., 1998]. Whether this selective nucleation mecha-
nism, which may operate at temperatures above Tic., has a significant influence in the real
atmosphere remains to be investigated. The present microphysical model will simulate the
non-equilibrium behavior of the larger particles and the size dependent particle composition;
however, the NAD freezing mechanism in not included.

PSC particle volume measurements, obtained during the American AASE 1 campaign 1989,
were used to verify the STS model description of type 1b PSC [Carslaw et al., 1994; Taba-
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zadeh et al., 1994]. However, other measurements obtained during this campaign do not show
the compact volume-temperature relationship as predicted by the STS model. Some of the
measurements were interpreted as being non-equilibrium NAT particles that had insufficient
time to grow to full equilibrium sizes [Peter, 1997]. Measurements from other days in the
same campaign were interpreted as particles being composed of a metastable water-rich
HNO3/H,O solid phase with a relatively high vapor pressure, compared to NAT [Tabazadeh
and Toon, 1996]. It was speculated that a few of the metastable particles might transform into
stable NAT and grow by slow vapor transfer from remaining metastable particles, thereby
providing a selective mechanism for generating a few large solid type 1a PSC particles.

It is quite obvious from the airborne lidar measurements that PSC formation processes in
mountain leewaves, where temperature drop below the ice frost point, may lead to a selective
nucleation of type la PSC particles [Carslaw et al., 1998; Wirth et al., 1999]. These particles
may survive for a long time if temperatures subsequently remain below Tnat. Many observa-
tions of PSCs, also on synoptic scales outside typical mountain leewave regions, show the
presence of type la PSCs. According to the above discussed nucleation mechanisms, tem-
peratures below T, are required for the formation of solid type PSCs; a constrain which is not
very often met by synoptic temperatures in the Arctic. Statistical analyses of synoptic tem-
perature histories have indicated that type 1a PSC particles have experienced longer periods at
temperatures below Tnar, compared to type 1b PSCs, but not necessarily experienced synoptic
temperatures below Tic [Larsen et al., 1997]. However, this may also imply a larger probabil-
ity that the solid particles have actually been processed in mesoscale temperature fluctuations.
An important scientific question therefore remains to what extend the mountain waves are
responsible for the solid particle formation on hemispheric scales in the Arctic. Carslaw et al.
[1999a] have addressed this question using domain-filling trajectory calculations coupled with
a model to describe mountain wave temperature perturbations, showing that indeed the
mountains in the Arctic regions could be sources of type la PSCs on synoptic scales. These
calculations show for the period December 1994 to January 1995 that 1-14% of the air parcels
inside the polar vortex (4-60% of the air parcels with temperature below Txat) on the 475 K
isentropic surface might contain type 1la PSC particles formed in leewaves. By including SAT
formation and the two associated pathways for NAT formation above Tic, the simulations
show a steady increase during winter in airparcels containing SAT particles (up to 40%) and a
significant increase in type la PSC occurrence.

Observations of SAT particles would be valuable to assess if these particles play a role for
additional NAT particles formation and possibly to discriminate between the two suggested
pathways (SAT dissolution, or NAT condensation on pre-activated SAT). No climatology has
been presented for solid type sulfate aerosol and it is striking that only very few observations
exist which have been associated with SAT particles. Beyerle et al. [1999] have performed a
thorough investigation of groundbased lidar observations from Spitsbergen in winters
1994/95-1998/99, looking for depolarizing stratospheric aerosol that exist at temperatures
above Tnar. Although it is demonstrated that the depolarization measurements should be very
sensitive to the occurrence of frozen aerosol particles, only four observational cases of solid
phase aerosols have actually been identified. It is not clear if this could be taken as a signature
of the unlikely formation of SAT particles; on the other hand airparcel temperatures histories
of the investigated cases are not inconsistent with the above-suggested freezing mechanisms.
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Chemical and optical properties of PSC particles.

The exact chemical composition of PSC particles has been measured [Schreiner et al., 1999]
by combined balloonborne mass spectrometer and optical backscatter measurements in weak
leewaves over northern Scandinavia. Inside the PSCs these measurements clearly showed en-
hanced particle-related water and nitric acid signals with HO:HNO; molar ratios above 10,
excluding NAD or NAT compositions of the particles. The particle compositions could be in
agreement with predictions of an STS composition [Schreiner et al., 1999]. However, if com-
posed of STS the very dilute chemical compositions indicate that the particle volumes should
be relatively small which seems to be in disagreement with the simultaneous optical meas-
urements that seem to indicate a fully developed type 1b PSC [Larsen et al., 2000]. Similar
disagreements have been noted in lidar measurements of type 1b PSCs [Shibata et al., 1997].
Cryogenic aerosol chamber experiments are in progress to study the PSC formation processes.
In these laboratory experiments, the formation of PSC particles in leewave situations can be
simulated, following the chemical composition of the condensed phase in the particles by
utilizing the same instrumentation as in the balloonborne experiments, and in addition meas-
uring the gas phase composition together with physical properties and freezing of the parti-
cles.

Refractive indices of PSC particle compositions are needed to interpret remote optical meas-
urements of the particles. Theoretical estimates and laboratory measurements of the refractive
indices of STS have been presented by Luo et al. [1996] and Krieger et al. [2000]. Deshler et
al. [2000] derived refractive indices of PSC particles by combined measurements of size dis-
tributions and optical backscatter, revealing an unexpected discrepancy between these meas-
urements and the predicted values for STS particles based on theoretical and laboratory work.

Outstanding issues.

Based on the above discussion a number of outstanding issues can be identified which are

needed to be investigated in order to constrain microphysical PSC modeling:

e Measurements of the chemical composition of PSC particles under different meteorologi-
cal conditions.

e Thermodynamical quantities to calculate homogeneous freezing rates of ice in STS solu-
tion droplets; advanced aerosol freezing experiments are currently addressing those issues.

e Better assessments of the role of SAT in processes to generate type 1a PSC particles and if
SAT particles actually exist in the atmosphere.

e Observations to assess if freezing into NAD take place in fast temperature oscillations
above Tijc. in the atmosphere.

e Observations to assess if metastable dilute solid solution particles play a role in the for-
mation of type 1a PSC in the atmosphere.

e Laboratory measurements of the refractive indices of various potential PSC compositions.

e New methods to include more a detailed (interactive) simulation of PSC formation and
denitrification in larger atmospheric chemistry models.

e Analyses to assess the temporal and geographical scales of PSC formation.

e Further analyses to assess the role of mesoscale and synoptic scale PSC formation proc-
esses in different arctic winters, looking for possible tendencies toward Antarctic-
resembling conditions.
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Various microphysical models have been used to address these issues [Carslaw et al., 1997,
1998; Drdla and Turco, 1991; Drdla 1996; Hamill et al., 1988, 1996; Larsen 1991, 1994;
Meilinger et al., 1995; Panegrossi et al., 1996; Peter et al., 1991; Peter 1997; Poole, 1987,
Rizi et al., 1999; Tabazadeh et al., 1994; Toon et al., 1989; Tsias et al., 1997, 1999; Turco et
al., 1989; Waibel et al., 1999; Wofsy et al., 1990a,b].

The present microphysical PSC model applies basic classical cloud physics processes and
thermodynamic properties, and it is flexible both for updated thermodynamic functions and
revised pathways for phase changes, derived from comparison with results from laboratory
experiments and field observations.
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3. Microphysical processes.

Several microphysical processes must be considered when modeling the evolution of an ensem-
ble of PSC particles. These processes include:

e homogeneous freezing of supercooled solution droplets

e nucleation by HNOj vapor deposition on pre-activated SAT or H,O vapor deposition
on NAT

e melting upon heating, or dissolution upon cooling of solid SAT particles

e growth and shrink of liquid STS and solid NAT and ice particles by condensation and
evaporation of vapor

e gravitational sedimentation

Solid arrows in Figure 2.5 show those processes comprehended by the present model in addition
to sedimentation. Coagulation among stratospheric aerosol and PSC particles is a very slow pro-
cess [Larsen, 1991] and will not be considered in the model. The purpose of this chapter is to
indicate the theory used here in modeling the PSC behavior and to present some modeling results
of basic microphysical calculations under typical atmospheric conditions where PSC particles
form, and to illustrate the very different time scales of various processes. For a thorough general
presentation of the cloud physics is referred to the monograph by Pruppacher and Klett [1997].

Vapor pressures.

Both the nucleation and condensation processes require that the saturation ratio S of the condensing
vapor is greater than unity, whereas already existing particles evaporate, when S is less than unity.
The saturation ratio of a specific vapor is defined as

g i (3.1)
Psat

where P, is the partial pressure and P, is the saturation vapor pressure of HNOs; or HO over

STS, NAT, or ice. The partial pressure is controlled by the removal or release of vapor during con-

densation or evaporation. The saturation pressure is a function of the temperature T, of radius r of

the particle, for STS also of the chemical composition (HNO;3 and H,SO4 acid weight fractions, w;,

and w;), and for NAT also of the water vapor partial pressure (Pp ).

The radius dependence of the saturation pressure, known as the Kelvin effect [Pruppacher and
Klett, 1997, cp. 6] which raises the saturation pressure for the smaller particles, is expressed as

3.2
P, =P (T,wP )exp(zMO_\ G2

sat,r p.w

RTpr

Here, © is the surface tension, and p the density of the condensed substance, M is the molar mass
of the vapor, R is the universal gas constant, and Py (T,ws,wy,Pp, ) 1s the saturation pressure over
a plane surface of condensed material. Thus, a certain supersaturation is required to keep the
smaller particles in equilibrium with the vapor phase. In Figure 3.1 is shown the exponential term
of the Kelvin expression.

The radiative heating or cooling of the particles will induce small temperature differences between
the air and the particles. When the air temperature is used to calculate the vapor pressures, errors
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will be introduced for the larger particles.
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Figure 3.2 Examples of HNO; vapor pressures over STS (red) and NAT (green) and H,O vapor pressures over
ice (blue) and water (magenta). Partial pressures of HNO; and H,O at 35 hPa at typical mixing ratios of 10 ppbv
HNO; and 5 ppmv H,O are indicated by green and blue dot-lines.
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The two HNOjs vapor pressures over STS are calculated with acid weight fractions (ws = 0.5, wy, =
0.02, red dashed line) and (ws = 0.1, w,= 0.4, red solid line), corresponding approximately to type
1b PSC compositions at the high and low temperature existence range, respectively, cf. Figure 2.4.
The saturation pressure of nitric acid over NAT (green), which depend on the water vapor pressure,
is calculated in Figure 3.2 for a partial water vapor pressure of 17.5 mPa. This corresponds to a
typical water vapor mixing ratio of 5 ppmv at 35 hPa, which is shown as the horizontal dotted blue
line. Also a typical nitric acid partial pressure of 3.5-10” Pa, corresponding to a mixing ratio of 10
ppbv at 35 hPa, is shown as the dotted green line.

The HNO; vapor becomes supersaturated with respect to NAT (i.e. P, > Pg,) at the temperature
where the green-dotted line lies above the green line in Figure 3.2, and likewise H,O becomes su-
persaturated with respect to ice where the blue dotted line lies above the blue line. These tempera-
tures are defined as the NAT (Tnar) and ice (Ti.) condensation (or existence) temperatures and
marked in Figure 3.2 (and Figure 2.4) by the thick vertical lines. These two important threshold
temperatures depend on the pressure altitude and mixing ratios of HNO; and H,O.

If liquid sulfate aerosol particles are present in the air during cooling, the HNO; vapor becomes
supersaturated with respect to STS roughly at the temperature where the green dotted line lies
above the red dashed line in Figure 3.2. HNOs is taken up by the STS particles at further decreasing
temperatures, reducing the HNOj; partial pressure to lie between the two red lines in Figure 3.2.
This causes the particles to grow and change their composition towards a nearly binary HNO3/H,O
solution (concurrent with H,O uptake), see also Figure 2.4. Although the HNOj; partial pressure is
reduced, following more closely the solid red line, the vapor is highly supersaturated with respect to
NAT during this process (above the green line in Figure 3.2). Therefore if NAT particles are present
together with STS particles, HNOs will start condensing on NAT particles. This reduces the HNO;
partial pressure to follow the green line, and the STS particles become subsaturated and start evapo-
rating. A slow transfer of HNO; from STS to NAT particles could therefore take place during such
conditions. Condensation of HNO3 onto STS or NAT particles is accompanied by H,O condensa-
tion, but since the abundance of water vapor is more than two orders of magnitude larger than nitric
acid, the mixing ratio and partial pressure of H,O are nearly not affected. If ice particles form below
Tice from homogeneous freezing of STS particles or from nucleation by vapor deposition on NAT
particles, the water vapor becomes supersaturated with respect to ice, and the water partial pressure
is reduced to follow the blue line in Figure 3.2.

The condensation (or existence) temperature is defined as the temperature where particles, com-
posed either of NAT (Tnat) or ice (Tice), are in equilibrium with the HNOs vapor or H,O vapor
respectively. The condensation temperatures as function of air pressure (altitude) for various mixing
ratios of HNOj; and H,O are shown in Figure 3.3. The three lower black curves in the figure are the
condensation temperature for the ice particles. The upper group of colored curves shows the con-
densation temperature for NAT particles. Dotted curves are for HO=4 ppmv, solid curves for
H,0=5 ppmv, and dashed curved for H;O=6 ppmv, red curves for HNOs;=8 ppbv, green curves for
HNO3=10 ppbv, and blue curves for HNOs;=12 ppbv. Approximate altitudes in km are indicated on
the right ordinate, and temperatures in °C on the upper abscissa. As can be seen from the figure,
variations of =20 % in the mixing ratio of either gas corresponds to slightly less that 1 K in the con-
densation temperatures.
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Figure 3.3 Condensation temperatures of NAT (Tyat) and ice (Tj.), plotted as function of pressure altitude
for different HNO; and H,O gas phase mixing ratios. Dotted, solid, and dashed curves correspond to H,0=4,
5, and 6 ppmv. Red, green, and blue curves to HNOs=8, 10, and 12 ppbv. The right hand ordinate gives the
approximate geometric altitude and the top abscissa the temperature in °C.
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Homogeneous freezing

Classical theory of homogeneous freezing is used to calculate the freezing rates of ice in super-
cooled ternary solution, cf. Pruppacher and Klett [1997, cp. 7]. The freezing rate of a given par-
ticle will be proportional to the particle volume. Mainly four factors control the freezing rates:
temperature, the H,O partial pressure, and the assumed values of the diffusion activation energy
and the surface tension between the liquid and the ice germs.

The homogeneous freezing nucleation rate (m™ s™) is calculated from
pSOl kT] O-sol/ice eXp|: AFg _ AF —| (33)

kT kT

where N. is the number of water molecules in contact with a unit area of the ice surface
(NC=5.85°1018 m'z), Psol and pice are liquid STS solution and ice densities, k and h are the Boltz-
mann and Planck constants, AF, is the free energy (per molecule) for ice germ formation, and A
Fat 1s the diffusion activation energy of water molecules across the ice/solution phase boundary.
AF, is given by

J (T,w)=2N —

ice

A (3.4)

AFg = To-sal/ice(Tﬁ W) rg2

where the critical germ radius, 1, is calculated from
oM o, (T,w) (3.5)

w™ sol/ice
_|

pic{Lm (T)In ? +%R(T +T,)Ina,(T)

I/'g—

Here, M, is the molar mass of water, L,, is the molar latent heat of ice melting, T is the ice
melting temperature (273.15 K), R is the universal gas constant, Gyice 1S the surface tension
between the STS solution and ice, which depends on the STS composition (ws, w,), and ay, is the
water activity (relative humidity with respect to pure water, ay=Pp w/Psat,water)-

The surface tension Gy, between STS solution and ice is calculated by applying Antonoff’s
rule
(3.6)

O-sul/ice (T’ W) = O-sul/air (T’ W) -0

ice/ air

where G,,,.:,(T,w) 1s the surface tension between STS solution and air, and Gj..; 1S the ice/air
surface tension (0.105 Nm™).

The diffusion activation energy of water molecules across the ice/solution phase boundary, AF,,
is calculated from the expression given by Tabazadeh et al. [2000], derived from ice nucleation
data from H,SO4/H,0 freezing experiments by Koop et al. [1998]. Actually, an expression would
be needed for the diffusion activation energy in STS solution, which is currently not available.
However, freezing experiments in binary H,SO4/H,0O and ternary H,SO4/HNO3/H,O solution
show nearly the same freezing properties, e.g. critical ice saturation or critical ice supercooling
[Koop et al., 1998; Chang et al., 1999]. Therefore the procedure for calculating the freezing rates
for binary sulfuric acid solution as outlined in Tabazadeh et al. [2000], (Tabazadeh, personal
communication, 1999), has been adopted here, whereby the freezing rate will depend only on
temperature (T) and water vapor partial pressure (P, ). First is calculated the equilibrium com-
position (w;) that a binary sulfuric acid solution would have, corresponding to a given tempera-
ture and water vapor partial pressure [ Tabazadeh et al., 1997c]. This value of wy is used to cal-
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Figure 3.4 Homogeneous freezing rate, J¢V, calculated from (3.3) as function of temperature for different parti-
cle radii at 35 hPa pressure altitude, assuming 5 ppmv H,O in the gas phase. The horizontal line at a freezing
rate of 1 s”! crossing the curves marks the critical temperatures for droplet freezing.

culate the surface tension between the binary sulfuric acid solution and ice from (3.6) and thereby
the free energy for ice germ formation from (3.4) and (3.5). Combined with the value for the dif-
fusion activation energy in binary sulfuric acid solution from the expression given by Tabazadeh
et al. [2000], the freezing rate for the binary sulfuric acid solution at the actual ambient condition
is obtained from (3.3). This value would be nearly equal to the freezing rate of the ternary solu-
tion at the same ambient conditions. However, the actual particle volume (V) of the ternary solu-
tion droplet is used to calculate if the critical condition, J; - V > 1 s™', prevails and freezing into
ice will actually take place in the droplet. Actually the condition, J¢- V - dt > 1, where dt is the
model integration time step, specifies that more than one ice germ will form in the liquid droplet
of volume V in dt seconds, whereby the whole droplet is assumed to freeze instantaneously.

Figure 3.4 shows the freezing rates, J¢ - V, for different particle radii, calculated at 35 hPa pres-
sure altitude, assuming an H,O gasphase mixing ratio of 5 ppmv. The figure shows the strong
temperature dependence and the range of critical freezing temperatures of approximately 0.5-1 K
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around 183.5 K for the different typical particle sizes. The largest particles in the size distribution
will start freezing during cooling. Once frozen, water vapor will start condensing onto the first
frozen particles, lowering the H,O partial pressure and decreasing the freezing temperature fur-
thermore for the remaining smaller liquid particles. Depending on how fast the cooling is across
the critical freezing temperature range, compared to the condensation of water vapor, different
fractions of the liquid particle size distribution will freeze.

In Figure 3.5 is shown the model-calculated critical supercooling and critical supersaturation
ratio for particles of radius 1.25 um (black curves). The critical supercooling is the temperature
depression below the ice frost point where freezing will take place, i.e. AT=T¢Tic(Pp.w), and the
critical supersaturation is the saturation ratio with respect to ice at the freezing temperature, i.e.
Py w/Psatice(Tr). The model results in Figure 3.5 are calculated by adjusting the water vapor partial
pressure P, ,, at each temperature value to meet the critical criterion for freezing. Comparison is
made to parameterisations of the same quantities from binary HNOs/H,O solution (red curves)
and STS aerosol freezing experiments with wg=0.01 (green curves) and w=0.05 (blue curves) by
Chang et al. [1999]. It appears that although the diffusion activation energy and surface tension
of binary H,SO4/H,0O solution have been used to calculate the freezing rates, the difference in
supercooling between the model results and parameterisations from the freezing experiments are
less than 0.1 K and even smaller for the ternary solution.
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Figure 3.5 Critical supercooling below the ice frost point (left panel) and critical supersaturation with respect to
ice (right panel), black curves, calculated for particle radii of 1.25 um as functions of temperature, and compared
with fits to results from freezing experiments of aerosols of the same size, composed of binary HNO;/H,O solu-
tion (red curves), and STS with H,SO, weight fractions of 1% (green curves) and 5 % (blue curves) [Chang et
al. 1999].
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Nucleation by vapor deposition

Nucleation by vapor deposition is the process in which microscopic quantities of matter in the con-
densed phase (NAT or ice) are formed from the vapor phase. In the present model configuration,
nucleation by HNO; or H,O vapor deposition could take place when cooling SAT particles below
TnaT, or cooling NAT particles below Tic., respectively, cf. Figure 2.5. Although theoretical and
laboratory investigations have shown that SAT is not suited for NAT nucleation [MacKenzie et al.,
1995; Iraci et al., 1995], other laboratory studies have shown that NAT may nucleate onto pre-
activated SAT at a NAT-saturation ratio around 7-13 [Zhang et al., 1996]. SAT particles, formed in
the present model configuration, have previously been in contact with NAT, cf. Figure 2.5, and thus
could be assumed to be pre-activated. The process of nucleation by HNO; vapor deposition will
compete with the process of SAT dissolution into STS upon cooling which however will take place
at a higher NAT-saturation ratio above 15 [Koop and Carslaw, 1996].

Adopting classical theory of homogeneous nucleation [Pruppacher and Klett, 1997, cp. 7], tem-
perature and density fluctuations in the vapor phase above some critical supersaturation will cause
molecular clusters to form in the condensed phase.

The number of clusters of a given molecular size, n,, will follow a Boltzmann distribution,
ng=NgeXp[-AF/kT], where fig, is the molecular number density in gas phase ("single molecule
cluster density), and AF is the free energy of cluster formation. The latter quantity consists of two
components: the positive energy required to form the surface between the two phases, and the vol-
ume term, which is negative under supersaturated conditions, due to the decrease in chemical po-
tential upon the condensation, thus AF can be written as
3
AF =4m26 -T2 P R ns) S

IM
Under supersaturated conditions this expression shows a maximum (the energy barrier for nuclea-
tion) at some critical radius, called the "germ" size, above which the energy of formation of the
clusters decreases with increasing size. The germ radius r, is given from

0AF _ 0 _ 2Mo (3.8)
or " RIpIn(s)
(consistent with the Kelvin law), and the free energy of nucleation AF is then given as
4 167 M7 o7 (3.9)
3 3(RT pIn(S))

The number of germs formed per unit volume per unit time during homogeneous nucleation is
given as

Jiom=ngWaAT yy Z (3.10)
where w is the flux of condensing molecules,
_ P, |8RT (3.11)
YTar N am
and Z is the Zeldovitch factor, correcting for the effect of evaporation during the nucleation proc-
ess; the latter is given from
,__ 2Mk \/E (3.12)
4 ré, Rp kT

Nucleation ratios, calculated from the above homogeneous process, are too low by many orders of
magnitude to account for the observed presence of PSC particles, unless supersaturation ratios will
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be in the order of several hundreds in contradiction to observations. Instead, the heterogeneous nu-
cleation process, in which the nucleation takes place on the surfaces of already existing particles
(cloud condensation nuclei, CCN), must be considered. In this model the pre-activated SAT parti-
cles are assumed to constitute CCN for nucleation of the NAT (type 1a PSC) particles, and (the
large-size part of) the PSC 1a particles again to serve as nucleation centers for type 2 PSC particles,
cf. Figure 2.5.

As above, classical nucleation theory has been used to describe heterogeneous nucleation of both
type 1a PSC and type 2 PSC particles, assuming germ growth by direct vapor deposition. The nu-
cleation rate J, which gives the number of "germs" formed per CCN of radius r per unit time, is
given from the following expression, assuming the particles to be solid and spherical [ Pruppacher
and Klett, 1997, cp. 9]

P, |20Mk -AF ) (3.13)
J)=Cpi? 2|
(l") Cm r kT R p2 exp( kT

The free energy of germ formation AF now has to be corrected by a factor 3 controlling the nuclea-
tion over a curved surface as

AF=47”r§,a S(M, %) (3.14)
where
- ’ _ MY i (3.15)
S(M,x)0.5{1+(] ij +x3|:2—3(x Mj+(x M”HW(’C M-IJL
D [6)) [0) o
and

x=—— ®=+1-2Mx+ x> (3.16)

rg

using the expression (3.8) for the germ radius 1, as above.

The value of the prefactor Cy,, which accounts for the concentration of single condensing molecules
adsorbed on the CCN surface, has been chosen to C,, = 2:10% m™. The exponential term in the ex-
pression for J dominates, and errors in Cy, have little consequence for the calculated J-values.

Using the above expression for the heterogeneous nucleation rate for a liguid, nucleating on a solid
sphere, the 'compatibility parameter' M is equal to cosine of the contact angle between the liquid
germ cap and the sphere. Here, for the nucleation into a solid material, the compatibility parameter
is defined as

M= O cen/air = O cenfem (3 17)

O cm/air
where Geenjair, Ocen/ems aNd Oemyair are surface tensions between the CCN-particle and air, between the
CCN-particle and the condensing material, and between the condensing material and air [Pru-
ppacher and Klett, 1997, cp. 5 and 9]. These physical quantities have not been measured in labora-
tory. If M=1, then 3(M=1,x)=0 and AF=0, and there will be no energy barrier for nucleation, except
for the Kelvin effect of the smaller particles. In this case, when the saturation ratio slightly exceeds
unity, nearly all CCN will be nucleated, and the newly formed particles will start a slow growth
under low supersaturation ratio conditions. This is in contradiction to the laboratory experiments, at
least for HNOs deposition on SAT [Iraci et al., 1995]. On the other hand, if M is less than unity, the
nucleation barrier requires a larger supersaturation ratio to result in the same nucleation rate; and
once the particles are formed in these higher S-conditions, the growth will be faster for the given
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cooling rate. According to laboratory experiment of NAT deposition on pre-activated SAT, satura-
tion rations around 7-13 would be needed [Zhang et al., 1996]. This would be consistent with a
value of M=0.76, which has also been recommended as an upper limit by other deposition experi-
ments [[raci et al., 1995]. Toon et al. [1989] performed a thorough set of computations for type 2
PSC nucleation, using M-values between 0.9 and 1.0, and recommended M=0.95 as a reasonable
guess. These two M-values have been used in the present model. The nucleation rate, calculated
from (3.13) and multiplied by the number of condensation nuclei, gives the rate of particle forma-
tion of the new type. In Figure 3.6 is shown the heterogeneous nucleation rates, J, for NAT (right-
hand side) and ice particles (left-hand side) of different sizes, calculated at 35 hPa pressure altitude
as functions of temperature. The figure shows the strong dependence of temperature and gives an
indication of the temperature range where a critical nucleation rate (e.g. 1 s™) is met by particles of
different sizes. The most relevant CCN sizes for NAT particle nucleation would be 0.05-0.1 um
(expected sizes of SAT particles) and 0.5-2 um (typical sizes of type 1a PSC) for ice particle nu-
cleation. At temperatures where a critical nucleation rate is calculated for these particles sizes, the
NAT-saturation is around 8-9 and the ice saturation around 1.25-1.35 as shown by the curves with
dot and triangle symbols.
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Figure 3.6 Heterogeneous deposition nucleation rates of NAT (right-hand side) and ice (left-hand side) parti-
cles of different sizes (see legend), calculated from (3.13) as function of temperature at 35 hPa pressure alti-
tude, assuming 10 ppbv HNO; and 5 ppmv H,0. Also show are the NAT and ice saturation ratios (curves
with dot and triangle symbols).
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Dissolution and melting of SAT particles.

If SAT particles are cooled in the presence of high concentrations of HNO; in the gas phase, ther-
modynamical calculations have shown that the particles become unstable [Koop and Carslaw,
1996]. Dissolution (deliquescence) of the particles will take place, and a film of STS will form on
the particle surface by uptake of HNOs and H,O until the particle is completely dissolved and
turned into a liquid STS particle. This process requires HNO;-saturated conditions with respect to
STS. Therefore, if NAT particles are present concurrently with the SAT particles and the HNOs
vapor is in equilibrium with the NAT particles, the HNOj partial pressure will be equal to the NAT
saturation pressure, and supersaturation with respect to STS will not be possible, cf . Figure 3.2. In
the present model, SAS particles will be transformed into equilibrium STS particles (accompanied
HNO; and H,O uptake) during cooling if the HNOs saturation ratio with respect to NAT is larger
than 15. This process may compete with the nucleation by vapor deposition on pre-activated SAT,
which will take place at a lower saturation ration, cf. Figure 3.6.

Laboratory investigations show that SAT particles will melt if heated to temperatures higher than
approximately 216 K [Middlebrook et al., 1993], turning into liquid sulfate aerosol particles. An
expression, given by Tabazadeh et al. [1994], has been used to calculate the melting temperature as
function of water vapor pressure.

Condensation and evaporation.

The liquid and solid particles will grow or shrink due to condensation or evaporation. The gaseous
mass flow by vapor diffusion to or from a particle is given from [Pruppacher and Klett, 1997, cp.
13]

dm 47Z-f CDM P Psatr(Tr)\ (318)
=4nf CD(p,-p,, )=—" o Lo
dt ﬂ.fv (pp psat) R (T Tr

where p, and pg,r are the partial vapor density and the saturation vapor density at the particle sur-
face, T; is the temperature at the particle surface, D is the temperature- and pressure dependent dif-
fusion coefficient for the controlling vapor (HNO; or H,O), C=C,r is the "capacity" of the particle,
and f, is the ventilation factor for diffusion, arising because the particles fall.

For liquid spherical particles the “capacity” is equal to the particle radius (i.e. C.=1). In the conden-
sation/evaporation calculations, both solid type PSC particles (type 1a and 2) are assumed to be
hexagonal cylinders, with an aspect ratio A=3 (i.e. ratio between cylinder length and diameter).
This assumption is consistent with observations of ice particles [Goodman et al., 1989]. The "ca-
pacity" of the cylinders has been approximated by the capacity of a prolate spheroid with axis ratio
equal to the aspect ratio. According to Pruppacher and Klett [1997, cp. 13] the capacity is given
from
2 3.19
C= A1 r=C.r ( )
In(A++/A%-1)

using A=3, thus C.=1.61 for the solid particles.



28 3. Microphysical processes

The difference between T and T,, the temperature at the particle surface, exists because of the con-
ductive heat flow, due to the release or absorption of latent heat (q) during condensation or evapo-
ration. The surface temperature T, can be deduced from the conductive heat transfer equation

dg)_ dm) _ ) (3.20)
fh(dﬂ L(dt dn f,Ck (T-T,)

where L is the specific latent heat of evaporation (liquid particles) or sublimation (solid particles),
k, is the thermal conductivity of air, and fj, is the ventilation coefficient for heat transfer. Py (T:)
can be expressed from Py, (T;), using the Kelvin correction (3.2), and Pg(T;) can be calculated from
Pg(T) using the Clausius-Clapeyron equation

dinP, ML (3.21)
dT  RT?
to give
LM (T, - TP (3.22)
sa r) = Psat T)exp| — .
P (T:)= Psu(T) p[R (TrT
Combining (3.18), (3.20), (3.22) and (3.2), the vapor mass flow to or from a particle is given from
dm _A(S-4,) (3.23)
dt 1+ 44,4,
where
4 -7/, CDMP,(T) (3.24)
: RT
A, is the Kelvin factor
2Mo ) (3.25)
4, =ex
RTpr
and
3.26
(LM ) ]\ I (3.26)
_\RT
> 4nf,Ck,T

Both the diffusion coefficient D and the thermal conductivity k, must be corrected for discontinuity
effects near the surfaces of the small particles. Using the vapor diffusion equation (3.18) and the
heat transfer equation (3.20) it is assumed that the density and temperature fields are continuous
right up to the particle surface. This assumption cannot hold within distances from the particle sur-
face smaller than the mean free path, A, of the condensing molecules and corrections are especially
important when the particle dimensions are of the same order of magnitude or even smaller than A.
At distances larger than A the transfer processes by diffusion or heat conduction are valid, whereas
gas kinetic processes [Pruppacher and Klett, 1997, cp. 5] are used to describe the transfer proc-
esses for distances smaller than A from the particle surface. Thus, according to the recommenda-
tions by Fuchs and Sutugin [1971] and Toon et al. [1989], D is multiplied by I'(Kng,04), and k,
by I'(Kny,04), where I' is a function of the form

T(Kn,o)= 1 (3.27)

1+C. (Kn,a )Kn

and Kn are the Knudsen numbers

Kn, = A Kn — 3kaM.a (3.28)

r t pa Va(cp,a_o'jR)r
Here, v, is the mean thermal speed of the air molecules
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_ [8RT (3.29)
" ANxm

pa=PM,/RT is the density of air, and C,,=7/2 R is the specific (molar) heat capacity of air. The A-
function is given from the sticking coefficient oy or thermal accommodation coefficient o, both
assumed to be unity [ Pruppacher and Klett, 1997, cp. 5], as

1.33+01‘<71 L3300-a) (3.30)
AKn,o0) = 7 noy-
I+ *
Kn

The vapor diffusion and heat conduction will be enhanced for falling particles, and the ventilation
factors f, (f,) give the ratio between the diffusion (heat) transfer for a falling and the motionless
particle. Expressions for the ventilation factors have likewise given by Pruppacher and Klett [1997,
cp. 13] for liquid particles as

f,=1.00+0.108 X; X < 1.4 (3.31)
f,=0.78 +0.308 X; X > 1.4

and for solid particles as
f,=1.00+0.14 X; X<1 (3.32)

£,=0.86+028X; X=>1

where X = NSC” 3NRe” 2, and where Ng.=0.71 is the Schmidt number, and Ng. is the Reynolds num-
ber (cf. the next section) of the particles. It is assumed that f,=f;.

For the co-condensation and co-evaporation of nitric acid and water into/from STS and NAT parti-
cles, the controlling vapor is assumed to be HNO; since the abundance of this species is roughly
500 times less than H,O in the lower stratosphere. This means that these particle types are assumed
to be in instantaneous equilibrium with the ambient water vapor.

For condensation and evaporation of STS particles, (3.23-3.26) is used to calculate the exchange of
HNO; between the gas and condensed phase and thereby the mass of nitric acid in the particle (m,),
using the vapor pressure of HNOs over STS solution, i.e. Pgyt = Psrsn(T,Ws,Wy). In order to calculate
the accompanying exchange of H,O, the ambient water vapor is assumed to be in equilibrium with
the condensed phase, i.e. Py = Psts . w(T,Ws,Wn), where the saturation vapor pressure has been cor-
rected by the Kelvin effect, cf. (3.2). Figure 3.7 shows an example of a contour plot of
Psts w(T=190K, wg, wy), calculated at T=190 K, as function of the nitric and sulfuric acid weight
fractions. To a good approximation, a linear relationship can be derived at a specific vapor pressure,
corresponding to the ambient partial water vapor pressure at the given temperature for each particle
size, between the nitric acid and sulfuric acid weight fraction

wsza(P T,r)wn+ﬂ(P T,r)

p.w? pw?

(3.33)

(As an example, at the pressure altitude P,;; = 35 hPa and water vapor mixing ratio of 5 ppmv, the
water partial pressure is 17.5 mPa. This is shown as the red straight line in Figure 3.7, giving the
linear relation ship between w, and wy at this ambient condition).
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Figure 3.7 Contour plot of saturation vapor pressure of water over STS solution (mPa), calculated at 190 K
as function of nitric and sulfuric acid weight fractions. Assuming that the ambient water partial pressure is
equal to the vapor pressure at a specific temperature, a nearly linear relationship can be derived between w,
and wy, shown as an example for P, ,, = 17.5 mPa, corresponding to the water partial pressure at 35 hPa pres-
sure altitude at a water vapor mixing ratio of 5 ppmv.

To calculate the mass of water in the particle (my), it is assumed that the mass of sulfuric acid in the
particle (m;) is constant. The total mass of the particle, mr=mg+m,+my,, hence

mw:mT _mn _ms :mT(l_Wn _ws):mT(l_Wn —OCW” _ﬁ):mT _mn _amn _ﬁmT
(3.34)
or

o =m(=p)-m,(a+p) (3.35)
B

For the condensation or evaporation of NAT type la PSC particles, the HNOj saturation vapor
pressure over NAT in used in equations (3.23-3.26) at the ambient water vapor partial pressure to
calculate the HNO; mass exchange during condensation and evaporation. Furthermore, it is as-
sumed that the H,O to HNO; molecular vapor flux ratio is 3:1 for calculations of the H,O ex-
change. The condensation or evaporation of the STS and NAT particles will only change the
water vapor mixing ratio by a very little amount, even if nearly all the gaseous nitric acid is con-
densed. For the condensation or evaporation of ice type 2 PSC particles the similar parameters
for water vapor and ice are used.

In fig. 3.8 are shown the relative mass flows in condensation/evaporation processes of HNO;
to/from STS and NAT, and of H,O to/from ice particles, calculated under different saturation con-
ditions as function of particle radius from
1 _I|dv|_ 1 |dm| (3.36)
7, V|dt| pV|dt|
where the expressions (3.23-3.26) has been used for dm/dt and pV is the total mass of the particle.

The time constants Te (inverse of the relative mass flow values) are the time intervals, required for a
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particle to increase or decrease its mass by a factor e by condensation or evaporation under constant
saturation conditions.
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Figure 3.8 Relative mass flows during condensation (solid and dashed curves) and evaporation (dotted curves)
for STS (red), NAT (green), and ice particles (blue curves), calculated at different saturation ratios as indicated
in the legend. All calculations are performed at pressure altitude of 35 hPa; the condensation (solid curves) and
evaporation (dotted) at equilibrium partial pressures at 193 K for NAT, 189 K for STS, and 186 K for ice by
decreasing/increasing these temperatures instantaneously by 1K / 0.5 K. The dashed curves show the conden-
sation mass flows at higher saturation ratios where NAT and ice particles are expected to form, assuming 10
ppbv HNOj3 and 5 ppmv H,O at 35 hPa pressure altitude.

For calculation of the condensation (solid lines in Figure 3.8) and evaporation (dotted lines) relative
mass flows, the particles have been assumed to be in equilibrium with the gas phase at 193 K
(NAT), 189 K (STS), and 186 K (ice). The condensation curves (solid lines) have then been calcu-
lated by decreasing the temperature by 1K below these values. Thereby the saturation ratios in-
crease to 2.1 (NAT), =1.2 (STS), and 1.2 (ice). Likewise for the evaporation curves (dotted lines),
the temperatures have been increased by 0.5 K above the temperature values, decreasing the satura-
tion ratios to 0.69 (NAT), =0.9 (STS), and 0.69 (ice). Finally, two sets of condensation calculations
have been performed at the above temperatures for NAT and ice particles at the assumed saturation
where the particles form (dashed curves). The ice saturation value around 1.5 in Figure 3.8 has been
selected since this is roughly the value where ice type 2 PSC particles are nucleated by homogene-
ous freezing of STS particles or by water vapor deposition on NAT type 1a PSC, cf. Figures 3.5 and
3.6. The saturation value of S=8 for NAT type 1a PSC particles is the assumed value at nucleation
of pre-activated SAT, cf. Figure 3.6.
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The low nitric acid partial pressure compared to the water vapor accounts for the slow growth and
evaporation rates of the STS and NAT particles, compared to the ice particles. It is also important to
note the strong radius dependence of the condensation rates. The smaller STS and NAT particles
get into equilibrium very fast while larger particles may take hours or longer to obtain equilibrium.
The condensation curves bend downward at the smallest particle sizes and such small particles
would actually be evaporating at the indicated saturation ratios in the legend due to the Kelvin ef-
fect (3.2). It is important to note that for STS particles, both due to the strong radius dependence of
the condensation and evaporation rates, and also due to the Kelvin effects, the chemical composi-
tion of these particles will depend on their radius.

It can be seen from Figure 3.8 that e.g. a 10 um ice particle would double its size in roughly 1000
seconds at S = 1.5, and for larger particles it would take even longer. However the S value would
decrease to a value near unity within this time interval, giving the reason why ice particles rarely
grow larger than 10 um ~ 50 um by condensation. The similar argument holds for the STS and
NAT particles which seldom grow larger than 5 um ~ 10 um.

Sedimentation.

The cloud particles are basically affected by two forces: gravitation and the frictional resistance to
the movement by the air. The former force is given by

4 r3 i 4 r3 (337)
s~ 3 (P-PJE=——p8
where g is the gravitational acceleration. The frictional force, for spherical particles of radius larger
than the mean free path of the air molecules (A,), is given by the Stoke's expression (Fuchs, 1964, §

7-8) as

F

F,=-6mnrU (3.38)
where 1 is the dynamic viscosity of air, and U is the particle terminal fall velocity. When r and p,

are of the same magnitude the empirical correction, introduced by Millikan, must be invoked,
thus

6rnrU (3.39)
Ff‘ = -
' A A r \
1+1.246 =2 +0.42 ”exp[- 0.87 —
v v p

Combining (3.37) and (3.38), the steady terminal fall velocity for the smaller particles (r<~10 pm)
is calculated from

: 1 (3.40)
U=2Pr 8] 1412460 1942 e exp(-0.87ALj

Ink r r

where the dynamic shape factor k, correcting for the columnar shape of solid particles, has been
introduced, using Kk = 1.12 as for the prolate ellipsoids with axes ratio of 3 (Fuchs, 1964, §12), and
k=1 for liquid spherical particles.

For the larger particles, (r>~10 um), the Best (or Davies) number of the particles, Ng. [Pruppacher
and Klett, 1997, ch.10] for liquid particles

N =32 (pP-p)p. g (3.41a)
Be 3772

and for solid particles
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37 (p-p.)p. g (3.41b)
NBe = 2
n
is used together with the Beard scheme to calculate the Reynolds number, Ng.
36 A (3.42)
Ny =exp| B, (In(N,,))
j=0

(3=0...,3 for solid particles; j=0,..,6 for liquid particles) to obtain the fall velocity, using the defini-
tion of Nge, as
U?2 343
— pa r o U — 77 NRe ( )
n 2p,r

Re

The following coefficients B; in the Beard scheme have been used for liquid particles

Bo=-3.18657, B1= 0.992696, B, = -0.153193-102, B3 =-0.98705910", By = -0.578878107,
Bs=0.85517610", Bg=-0.327815107

The polynomial coefficients B; in the Beard scheme for solid particles have been calculated by lin-
ear tabulation from the values given by Pruppacher and Klett [1997, ch.10], using the aspect ratio
of 3. The following values are used:

By =-1.21590, B; = 0.97743, B, = -0.04928, B; = 0.0009573

The actual method of the calculation of the fall velocities is based on the Reynolds number, i.e. the
Stokes-Millikan scheme is used for Ny, < 10'2, and the Best scheme for the larger values. The cal-
culated particle terminal fall velocities are shown in Figure 3.9. It can be seen that only particles of
radius larger than ~ 5-10 um have significant fall velocities.
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Figure 3.9 Particle terminal velocity, calculated at Figure 3.10 Ventilation factors f, and Reynold
35 hPa pressure altitude for NAT particles at 193 K~ number Nr (dotted curves), calculated at 35 hPa
(green curve), STS particles (w.=0.1, w,=0.4, green pressure altitude for NAT particles at 193 K (green

curve) at 189 K, and for ice particles at 188 K (blue curve), STS particles (w,=0.1, w,=0.4, green curve)
curve). at 189 K, and for ice particles at 188 K (blue

curve).
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Figure 3.10 shows the corresponding ventilation factors f, and Reynold numbers Ng,, calculated at
the same temperature and pressure conditions. Only the larger particles (r >~ 10 um) have signifi-
cant ventilation factors; thus f, will be set to unity for the smaller particles in this model. The Rey-
nold numbers for the larger particles are calculated using the Beard scheme (3.41-3.42), whereas
the Nge values for the smaller particles are calculated from the Stoke-Millikan expression for the
fall velocities (3.40) and the definition relation for the Reynolds number (3.43). Both f, and Ng.
decreases scarcely with decreasing pressure, and the temperature dependence is weak, thus the par-
ticle fall velocity of the larger particles is nearly independent of altitude.

Equilibrium composition of liquid supercooled ternary solution.

In certain applications within the PSC box model it is useful to calculate the bulk equilibrium
composition of STS at a given ambient state. As temperatures decreases the liquid solution con-
tinuously change from a nearly binary sulfuric acid solution thorough STS into a nearly binary
nitric acid solution by uptake of nitric acid (cf. Figure 2.3). In this process the gas phase HNO;
partial pressure is reduced at the same time. The solution is assumed to be in equilibrium with
the water vapor partial pressure. Assume we know the STS composition (wg,wy) at a certain tem-
perature T and nitric acid partial pressure P, , and want to calculate the composition (wy’,w,") and
partial pressure P,," of HNOj at a slightly different temperature T”. In the following, partial and
saturation pressures refer to nitric acid. The available moles of HNO; per kg of air (An/kg air),
available for condensation (evaporation), is given by

An P =P (T, w'w,) (3.44)
kgair  RT'p,(T')
On the other hand, letting y denote the number of moles in the condensed phase
An Y Y VNV Ve v M(w W) (3.45)
kg air - kgair - kgair - kgair }/_Y' - kgair }/T - kgair M, (W_Y' - I

where M is the molar mass, and where we have used that y,"/kg air = yy/kg air, i.e. the number of
H,SO4 moles in the condensed phase per kg air is constant. Noting that y/kg air =u/M;, where L
1s the mass mixing ratio of HSOy, i.e. kg of condensed H,SO4 per kg air, we get

A _p(w) ) (3.46)
kgair M, \w,/' w,
or
' (3.47)
P -P (T w'w')=PM, = [W_n_&\
2w wy

where P, is the air pressure. In combination with (3.33), wy=aw,” + B, which expresses the water
vapor equilibrium, equation (3.47) can be solved by iteration to get w,’.

In Figure 3.11 is shown an example of a calculation of the equilibrium STS composition as func-
tion of temperature using the above expressions (solid curves). As in Figure 2.4, STS particles
are cooled from 200K to 185 K at 35 hPa pressure altitude, assuming 10 ppbv HNO; and 5 ppmv
H,O in the gas phase. Comparison is made to the STS models of Tabazadeh et al. [1994] (dashed
curves) and Carslaw et al. [1995] (dotted curves). At temperatures roughly below 190 K, where
STS particles start developing in this example, the present model results roughly lie between the
results of the two other models. At higher temperatures the present model calculates slightly
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lower HNO3; weight fractions than the other two models. The scatter plot of calculated H,SO4
versus HNOj weight fractions (right panel) show nearly the same results for all three models.
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Figure 3.11 Equilibrium composition of STS particles, calculated using the present model during cooling from
200 K to 185 K at 35 hPa pressure altitude, assuming HNO;=10 ppbv, H,0=5 ppmv, and H,SO,=0.4 ppmv as in
Figure 2.4. The solid curves show the results of the present model, compared to the STS models of Tabazadeh et
al. [1994] (dashed curves) and Carslaw et al. [1994, 1995] (dotted curves). The red and green curves in the left
panel show the H,SO, and HNO; weight percent and the black curves the HNO; gas phase mixing ratio. The
right-hand side panel shows a scatter plot of H,SO, versus HNO; weight percents.

Thermodynamical and physical properties.

Various thermodynamical and physical properties of (A) the relevant vapors (HNO; and H,O) and
the air, and (B) the condensed substances (STS, NAT, and ice), have been used, together with (C)
some parameters in the formulae in the above sections to describe the microphysical processes. A
few references to sources of information on these properties have been given above, but for clarity
the complete set of references will be given in this section.

A. Vapors and air.

As mentioned the HNO; and H,O saturation vapor pressures over supercooled ternary solution,
which depend on temperature and the H,SO4 and HNO; weight fractions (ws and wy), are calcu-
lated from the expressions given by Luo et al. [1995]. The saturation pressure of HNO;3 over NAT
has been calculated from the expression given by Hanson and Mauersberger [1988] and the satu-
ration pressures of H;O vapor over ice and water have been taken from Jancso et al. [1970] and
Tabazadeh et al. [1997¢c]. The HNO; specific latent heat of evaporation (STS) and sublimation
(NAT) have been calculated from the Clausius-Clapeyron equation (3.21). The specific heat of wa-
ter sublimation has been calculated from the tabulation given by List [1951, p. 343].

The temperature and pressure dependent molecular mean free path of air molecules A, has been
calculated from the expression given by Pruppacher and Klett [1997, cp. 10]. In order to calculate
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the effective mean free path of the of the condensing molecules Ag (i.e. A, for HNOj3 vapor, and A,
for H,O vapor) the following expression is used [Hamill et al., 1977]

MM 649
M.

T
;(da—i_dk)znu

A, =

where di is the molecular diameter and M is the molar mass of the condensing molecules; the a-
indexed symbols are the same quantities for air molecules, and n, is the number density of air mole-

cules. Thus,
T (49)
A=242V Me p — @ A

dk+da\2 ’
da

Using the molecular diameters d,=3.65 A, d,=5.2 A, and d,,=4.0 A (T. Pedersen, private communi-
cation, 1990) the following correction factors are calculated: ®,=0.857, and ®,,=0.820.

a

The temperature and pressure dependent diffusion coefficient Dy, for water vapor has been calcu-
lated from the expression given by Pruppacher and Klett [1997, cp. 13]. Using the relationship
D,=vnAn/3 between the diffusion coefficient D,, the mean thermal speed v, (3.29), and the mean
free path A, of the condensing HNOs-molecules, then

", (3.50)
D,= .,/ O D, =0.559 D,
\ M, ©,

Both the sticking coefficients o4, and the thermal accommodation coefficients o; have been set to
unity for both vapors [Pruppacher and Klett, 1997, cp. 5]. Formulae for the thermal conductivity of
air k, are given by Pruppacher and Klett [1997, ch. 13], and for the dynamic viscosity of air by List
[1951, p.394].

B. Condensed substance.

The bulk density of STS is calculated from an expression given by Luo et al [1996]. An expression
for the density of binary sulfuric acid solution has been derived from the tabulations by Perry
[1963, p. 3-79, 3-80]. The density of NAT is assumed to be pyar=1.62-10° kg m™ [Taesler et al.
1975], density of SAT to be psar=1.59-10° kg m™ [Kjdlman and Olovson, 1972], and an expression
from Pruppacher and Klett [1997, cp. 4] has been used to calculate the density of ice.

The surface tension between binary sulfuric acid solution and air is calculated from an expression
given by Tabazadeh et al. [2000], which is based on laboratory measurements by Myhre et al.
[1998]. The surface tension between binary nitric acid solution and air is calculated from the ex-
pression given by Granzhan and Laktionova [1975] and the surface tension between STS and air is
calculated from a molality-weighted average of the two binary acid surface tensions. The express-
ion given by Drdla and Turco (1991) is used for surface tension between NAT and air, and the sur-
face tension between ice and air is assumed to be 0.105 Nm™ [Pruppacher and Klett, 1997, cp. 5].

The latent heat of ice melting is calculated from Pruppacher and Klett [1997, cp. 4]. The SAT
melting temperature is calculated from the expression given by Tabazadeh et al. [1994] and the
diffusion activation energy of water molecules in binary sulfuric acid solution across the solu-
tion/ice phase boundary is calculated from Tabazadeh et al. [2000].
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C. Parameters.

Various parameters have been used to describe the microphysical processes; values of these pa-
rameters have been stated above in the respective sections, but as an overview a table of these val-
ues is given below:

Prefactor of the rate of homogeneous freezing N=5.8510"" m™
Prefactor of the rate of nucleation by vapor deposition Cn=2-10"m?
Compatibility (contact) nucleation parameter (SAT/NAT) M =0.76
Compatibility (contact) nucleation parameter (NAT/ice) M =0.95
Prefactor of solid particle "capacity" C.=1.61

Aspect ratio of solid particles A =3

Dynamic shape factor of solid particles Kk =1.12



38

3. Microphysical processes




4. PSC simulation models. 39

4. PSC simulation models.

PSC box models have been developed to describe the temporal development of particle size distri-
butions in ensembles of sulfate aerosols, type la and 1b PSC, and type 2 PSC cloud particles, re-
spectively, at a single point (trajectory air parcel or grid point) due to changes in temperature, pres-
sure, and gaseous mixing ratios of HNO3; and H,O in the ambient air. Basic microphysical proc-
esses are incorporated in modeling the development of the particles: homogeneous freezing of lig-
uid particles, heterogeneous nucleation by vapor deposition, condensation/evaporation by vapor
diffusion, SAT particle melting and dissolution, and sedimentation as described in chapter 3. The
PSC box models have been designed to facilitate an incorporation in grid points within a larger
atmospheric chemistry models, the box models can be coupled to (photochemical) trajectory cal-
culations, or box models can be stacked to form a 1-dimensional column model.

The box model may interact with stratospheric chemistry models, describing the uptake of chlorine
and bromine species on the surfaces of the particles, and the heterogeneous chemical reactions that
convert the inactive halogen compounds into reactive forms (chapter 2). This requires a time de-
pendent modeling of the particle surface area densities as provided by the box model. The other
coupling to the chemistry is due to the fact that the formation of the nitric acid (STS and NAT) and
ice particles removes HNO; and H,O from the gas phase, where especially the nitric acid would
otherwise enter the set of gas phase (photo) chemical reactions. The flow of vapor between the gas
and condensed phase is needed in the chemical continuity equations of HNOj; and H,O; as shown in
chapter 3 this vapor flow by condensation/evaporation depends on the size of the particles. Sedi-
mentation of the particles may lead to denitrification and dehydration, and it has also been shown,
that the fall velocities depend strongly on the particle radius; knowledge of the particle size distri-
bution is therefore required in order to simulate the sedimentation effects properly.

Finally, the box models facilitate a coupling to an optical model (chapter 5) to calculate aerosol
backscatter ratios or extinction coefficients at different wavelengths, based on Mie scattering
theory. The optical model takes as input the particle size distributions and chemical compositions
as produced by the PSC box models.

Lagrangian and Eulerian model versions.

In principle the change in particle size distributions due to particle growth/shrink by condensa-
tion/evaporation could be calculated in two ways:

A) From the initial sulfate aerosol size distribution, particles representing the whole size
range are selected. The individual selected particles each represent a fixed number of
particles per kg of air which all behave like the selected representative. For each individ-
ual selected representative, it’s mass, chemical composition, and radius are calculated
from equations (3.23-3.26). Thereby the calculations follow the same individual repre-
sentatives in radius space. This model version will be designated the “Lagrangian” ver-
sion (in radius space).

B) The initial size range is divided into a number of fixed size bins. The initial size distribu-
tion specifies the number of particles per kg of air in each size bin. For each time step the
change in mass, chemical composition, and thereby the new radius is calculated for parti-
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cles in each size bin from equations (3.23-3.26). A number of particles are shifted to the
neighbor size bin, depending on the relative change in calculated radius compared to the
span of the individual size bins. Thereby the calculations are performed at fixed radii and
particles are moved up and down between size bins. This model version is designated the
“Eulerian” version (in radius space).

It should be noticed that the two model versions apply the same microphysical and thermody-
namical calculations. The difference in calculating the size distributions in the two model ver-
sions is illustrated in Figure 4.1. It is important to note the “Lagrangian” or ”Eulerian” calcula-
tions relate to radius space and not how the box model moves around in air space.

] Lagrangian Eulerian

Particles per kg air
1
1

Particles per kg air

0.01 0.1 1 10 0.01 0.1 1 10
Radius Radius

Figure 4.1 Schematic illustration of the “Lagrangian” and “Eulerian” method for calculating changes in particle
size distributions during condensation/evaporation. The red and blue curves illustrate the particle size distribu-
tions in two consecutive time steps during particle growth. In the Lagrangian model version (left panel) the
growth of individual particles, each representing certain number of particles per kg of air, is followed as illus-
trated by the arrows. In the Eulerian version particles are shifted between fixed size bins, the small-size bins
loose particles and the large-size bins increase the number of particles during the time step.

There are a number of advantages/disadvantages in the two model versions. The Lagrangian ver-
sion applies a straightforward calculation of changes in radius, mass, and composition due to
condensation/evaporation from the basic microphysical and thermodynamical equations. This
model version will perform an exactly reversible calculation of size distributions. This means
that if particles from a given initial size distribution are cooled to low temperatures and subse-
quently heated to the initial temperature, the initial size distribution will be generated at the end
of the simulation (even if phase transitions occur throughout the simulation). In the Eulerian
model version numerical diffusion between size bins will induce minor deviations between the
initial and final size distribution, the error depending on the number of chosen size bins. The
Lagrangian version is also suited for non-equilibrium simulations of PSCs in rapidly changing
temperature conditions, e.g. in mountain leewaves. In the Eulerian model version, the STS type
1b PSC particles are assumed to be in equilibrium with the gas phase HNOjs and all liquid parti-
cles in the size distribution to have the same composition at a given time. This will speed up the
calculations significantly and integrated particle properties, e.g. total particle surface area or vol-
ume densities do not deviate much from the Lagrangian calculations. In addition to computa-
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tional speed, the advantage of the Eulerian model lies in the possibility to build a vertically lay-
ered model and perform sedimentation simulations between layers, e.g. in a one-dimensional
column model or in grid points within larger atmospheric 2-D or 3-D models.

In both model versions the fluxes of nitric acid and water vapor to and from the particles due to
condensation/evaporation are calculated and thereby the gas phase concentrations of these species.

Structure of PSC particles.

At high stratospheric temperatures (> 216 K) the presence of a background of liquid, nearly binary,
sulfuric acid aerosols with a prescribed size distribution in equilibrium with the ambient water va-
por partial pressure will be assumed. Thereby the sulfuric acid weight fraction of the particles is
given, and thereby also the mass of H,SOj, in individual particles of a given size. This H,SO4-mass
is assumed to be constant throughout the simulations in both model versions. By prescribing the
initial particle size distribution, the total mass of H,SOj, in all particles is fixed (the H,SO4 mass
mixing ratio, or mass of sulfuric acid in the particles per kg of air).

As temperature decreases the liquid sulfate aerosol gradually takes up nitric acid and water, con-
tinuously turning into fully developed liquid STS type 1b PSC particles, cf. Figures 2.3, 2.4, 3.11,
and 4.2. The models only comprehend one type of liquid particles, and discrimination between lig-
uid sulfate aerosol at warm temperatures and liquid STS type 1b PSC particles at low temperature
is solely based on the calculated chemical compositions. The particles will eventually transform
into solid particles by homogeneous freezing of ice in the particles, typically at temperatures a few
K below the ice frost point (cf. Figures 2.4 and 3.5). It is assumed that the whole droplet will freeze
in this process. Under these conditions the particles typically have a chemical composition of =
35% HNO; and = 3 % H,SO4 with an H,O:HNOj; molar ratio around 6-8 (cf. Figure 2.4). During
the freezing process, it is assumed that each H,SO4 molecule in the particle combines with 4 H,O
molecules, forming an inclusion (core) of sulfuric acid tetrahydrate (SAT) and that the each HNO;
molecule combines with 3 H,O molecules, forming nitric acid trihydrate (NAT). After a number of
the water molecules in this way have been bound to the available H,SO,4 and HNOs in the droplet
there will still be unbound water molecules available to form water ice. This water, which is neither
bound to H,SO4 as SAT, nor to HNO; as NAT, will be designated as “excess ice”.

In the Lagrangian model version the condensed mass of HNOs and H,O in the particle representa-
tives constitute the integration variables, calculated using the basic microphysical equations as de-
scribed in chapter 3. The chemical composition and radii of the particle representatives are calcu-
lated from the mass of HNOs, H,O, and H,SO4. A particle-type flag is assigned to each particle
representative indicating the particle type and the actual physical phase (liquid or solid) of the parti-
cle. This particle-type flag will change when processes involving phase changes take place. The
amount of excess ice or NAT determines which of the three solid type particle the representative
belongs to.

In the Eulerian model version the solid type particles will be regarded as composed of a core of
SAT, surrounded by a shell of NAT (type 1a PSC), and an additional shell of excess ice (type 2
PSC).

Water in excess ice will condense on/evaporate from the solid particles, depending on the water
vapor saturation ratio with respect to ice. Water molecules which are bound in NAT will con-



42 4. PSC simulation models

dense/evaporate to/from the solid particles in a 3:1 molar ratio of the HNO; condensa-
tion/evaporation rate, depending on the HNOs saturation ratio with respect to NAT. Water mole-
cules, which are bound to SAT, will remain constant as long as the particle remains in the solid
state. Above the SAT melting temperature, or below the threshold for eventual SAT dissolution, the
SAT particles turn into liquid particles. Thereby the water content in the particles adjusts to become
into equilibrium with the ambient H,O partial pressure. The H,SO4 mass in the particles is assumed
to be constant.

Structure of the PSC models.

SAT

melting LIqUId Solid
Warm
/ SAT
NAT nucleation on,
/ preactivated SAT, INAT
HNO,/H,0 dissolution - ’ evaporation
condensation- = = = = = > L /
evaporation Type 1b PSC e ‘ /
. A HNO, /H,0
o Type 1a PSC condensation
T / evaporation
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Figure 4.2 Structure of the PSC box model. At each layer in the vertical direction the size distributions are
calculated for four types of stratospheric particles, indicated by the colored boxes. Changes in size distributions
due to condensation/evaporation are calculated using either the “Lagrangian” or “Eulerian” approach. Arrows
indicate the different microphysical processes taken into account, cf. chapter 3. Calculation of sedimentation
between layers is only possibly using the Eulerian approach.
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The layout of the box model is shown in fig. 4.2. In the Lagrangian model version only one size
distribution is calculated and the particle-type flag indicates the particle type. In the Eulerian model
at layer n° k in the vertical direction, the particle size distributions will be calculated individually for
the four particle types: sulfate aerosols or type 1b PSC, type 1a PSC (NAT), type 2 PSC (ice), fro-
zen sulfate aerosol particles (SAT) using either the Lagrangian or Eulerian method. The size distri-
butions of the particles are indicated by the boxes in fig. 4.2 together with the basic microphysical
processes (arrows in the figure), that may change the size distributions, cf. also Figure 2.4.

In the Eulerian model version the particles of a given particle type are transferred to higher radius
bins within the size distribution due to growth by vapor condensation. As the temperature increases,
the particles will again shift to lower radius bins due to evaporation. This process is calculated indi-
vidually for each PSC particle type. Processes involving a phase transition (homogeneous freezing
of STS particles, melting or dissolution of SAT particles) may lead to a transfer of particles to an-
other particle type as indicated in Figure 4.2. Likewise the complete evaporation of excess ice and
NAT will lead to a transfer from type 2 to type 1a, and from type 1a to SAT, respectively. This pro-
cess will be designated ““core return”. NAT nucleation on pre-activated SAT and ice nucleation on
type la NAT PSC will transfer particles in the opposite direction. Particles are transferred between
different particle types having the same radius value during the transfer.

In the Eulerian model version the fall-out of particles by sedimentation from layer & to layer k+1
below is calculated, and the fall-in of particles from the layer k-7 above is included in the calcula-
tion of the size distribution of the actual layer.

The size range of each particle type distribution in the Eulerian model version is discretisized into a
number N of size bins. Because the particle sizes span several orders of magnitudes, a geometri-
cally increasing volume scale has been chosen [Turco et al., 1979; Toon et al., 1988]. The geomet-
ric volume scale is defined as

Via=fVi V.= fi_] V1 4.1)
where V; is the particle volume in bin i (1< <N), and f'is the ratio of volumes of adjacent bins, £>1.

The central radius r; of bin i, the corresponding radius bin width (Ar;), and volume bin width (AVj)
are given by

o 4.2)
n=nf’
1/3
. 2 s (4.3)
Ar =1, -1
f+1
AK=2f_]K (4.4)
+1
The relations between the minimum radius (1;), maximum radius ry, f, and N are given by
4.5
Vol In ) 3In X (%)
- 7 7
= 3 = = ! N = L+1
ry =nf f=exp oy n f
3

Using a size scale of N=50 bins, =2, and a minimum particle radius of 1;=0.001 um of the first bin,
the radius of the 50th bin will be r50=82.6 um. This size range covers the typical radius values of
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sulfate aerosols and PSCs of both types, and will be used as the standard scale in the model. Equa-
tion (4.2) is also used to define the radii of the particle representatives in the initial state in the La-
grangian model version.

The four boxes in Figure 4.2 represents the size distributions of the four types of particles in the
Eulerian model version, and the boxes should be regarded as divided into N small boxes, each rep-
resenting the individual bins on the volume scale.

The particle volume value V; (and radius, and surface area) of each bin is fixed in the Eulerian
model version, and it is assumed that all particles in a given bin have the same size. As the particles
grow by condensation, the particles are transferred to higher bin numbers, hence the number density
of particles in each size bin n; constitute the integration variables of this model version, together
with the average shell and core volumes of condensed substance of the solid type particles in the
individual size bins.

In the Eulerian model version the calculation of change in size distribution of the liquid particles
due to condensation/evaporation have been simplified to increase the speed of calculation. Only the
smallest particles will be in equilibrium with the gas phase HNO; during fast temperature changing
conditions and in principle the composition of the liquid particles will depend on their radius. To
represent these effects requires the usage of the Lagrangian model version, which however is com-
putational demanding. In the Eulerian model, all liquid particles are assumed to be in instantaneous
equilibrium with the HNO; and H,O gas phase, and all particles to have the same equilibrium com-
position at a specific ambient state. The method to calculate the change in size distribution due to
changes in temperature, pressure, and gas phase mixing ratios closely follows the method suggested
for binary sulfate aerosol by Steele and Hamill [1981] and for ternary solution particles by Hamill et
al. [1996]. The method assumes that the mass of H,SOj in a given particle is constant, i.e.

4

m =Tr3p(T,ws,wn)wS = const (4.6)

The ratio between particle volumes in two consecutive atmospheric states, the new state indicated
by marked (") symbols, is calculated from
Vp(T’Ws’Wn)WS:V'p(T"Ws"Wn')WS' (47)

or

V'= p(T’Ws’Wn)Ws = V’ITV

p(T"Ws'ﬁwn')Ws'

On the geometrically increasing volume scale (4.1), V=V f ™', and (4.8) is used to calculate the
change in bin index i between the two states as

(4.8)

In¥,'=In(cV,) In¥V, +('-1)In f =Inz+InV, + (i —1)In f 4.9)
or
i':i+1n—T (4.10)
In f

where i < 7 < i+] for particle growth and i-/ < 7 < i for shrink, i.e. 7 - i gives the shift of the
size distribution measured in bin number units. The shifted distribution of number concentrations
n; is calculated by cubic spline interpolation in the distribution n; corresponding to original state.

The general flow pattern of particles into and out of a single size bin in the Eulerian model version
is illustrated in Figure 4.3 in the case of growth by condensation (during evaporation the flows be-
tween adjacent bins are reversed). Not all flows will actually carry particles at the same time; thus
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the in-going nucleation flow of new particles and core return from the same particles cannot take
place simultaneously. Further, not all the flows represented in the figure apply to the STS, SAT, or
and the type 2 PSC particle bins. For STS particles there are no core return flows. For the SAT par-
ticles only the outgoing nucleation flow and the ingoing core return flow (to and from the type la
PSC) are considered. For the type 2 PSC particles the outgoing nucleation flow and in-going core
return flow are not present. For the type 1a PSC bins all the indicated flows are considered.

Sedimentation Nucleation
Melting
Dissolution

+ Corerey(
- ol .
Condensation / Condensation

Bin i-1 Bini | Bin i+1

Sedimentation
Freezing

Nucleation
Core return

Figure 4.3 Schematic illustration of flows of particles to and from bin number i.

The continuity equation for the number density of particles n; in bin i of a PSC 1 bin is given by

dn‘ i in in in out out out out 41 1
71‘1:(1/;” T Ty Twi )-(vi T Y Tw; ) ( )

where v is the nucleation flow, @ is the condensation/evaporation flow, y is the sedimentation flow,
and m is the core return flow.

For the outgoing homogeneous freezing flow from STS particles, the condition, J¢ - V; - dt > 1,
specifies if all particles in bin i will transferred to the type 2 PSC bin. The homogeneous freezing
J¢ rate is calculated from (3.3). The outgoing nucleation flows from SAT or type 1a PSC particle
bins are given by
Ve = J(r )n, (4.12)

where J is the nucleation rate, given by (3.13), using the temperature and partial pressure of layer £.
For the outgoing nucleation flow from SAT particles (i.e. the nucleation into type 1a PSC particles)
the partial pressure of HNOs is used; for the nucleation into type 2 PSC the partial pressure of H,O
is used.
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The outgoing condensation flows for STS particles are calculated as explained above using equa-
tion (4.10). The solid type outgoing condensation/evaporation flow is calculated from

out =i|dV,i — 1 |dm;| (413)

I Vi|dt| pVi|dt|nl
where V'i=n;V; is the total volume of all particles in the bin, p is the density of the surface conden-
sate (NAT or ice), and dmy/dt is the vapor flow to or from a single particle by condensation or
evaporation, calculated from (3.26)-(3.26), using the temperature and the saturation ratio of the
controlling vapor in layer k. In the type 1a PSC case of co-condensation of HNOj; and H,O into
NAT dmy/dt must be corrected by a molar mass factor (M,+3M,)/M,,.

The outgoing sedimentation flow of layer £ is calculated from the particle fall velocity Uy of layer £
as
out _ Uk n: (414)
AR
where Ahy is the vertical thickness the layer, assuming the particle in the layer to be well mixed.
The fall velocities Uy are calculated from (3.40) or (3.43).

The in-going flows are calculated in the same way, using the appropriate variables of the bins and
layers from where the flows originate, and the in-going flows are equal to the outgoing flows of the
bins from where the flows originate, conserving particle number densities. Because n; are calculated
as the number of particles per unit air mass, the correction factor p,x-1/pax of the ratio between air
densities in layer £~/ and k£ must be applied to calculate the in-going sedimentation flow, thus

in __ pa,k—l out (415)
Vie = Vika

ak
Each type 1a PSC particle in bin i carries a SAT core volume, and the type 2 PSC particles carry
both a SAT core volume, and also an inner NAT shell volume. These volumes are initially speci-
fied, when the particles are created by homogeneous freezing in bin i. The average core and inner
shell volumes of the solid type PSC particles in bin i are defined as the internal bin-volumes. The
internal bin-volumes will change, due to the flows of particles between bins, and the rate of change
is calculated from the particle bin flows, assuming that all particles in one bin carries the same av-
erage core and inner shell volumes.

The change in the internal structure of type 1a PSC particles during condensation growth is sche-
matically illustrated in fig. 4.4.

Assume from time ty onward the particles grow, flowing to higher bins along the down-slanting
lines, carrying along the SAT core volume, and increasing the thickness of the NAT shell. The par-
ticle volume in each bin is fixed, thus the core volume in the individual bins will take up a progres-
sively smaller part of the total particle volume during condensation, corresponding to an increasing
volume of the condensed substance in the surface shell. A similar, but more complex, diagram
could be drawn for the evolution of the type 2 PSC particles, the difference being that the interior of
the particles are composed of a SAT core and an inner NAT shell.

When the solid type PSC particles are evaporating and flowing to lower bins (upward along the
slanted arrows), the shell volume decreases until the point, when the core volumes fill out the
whole bin volume in the individual bins. At this point, the surface shell has evaporated completely,
and the particles in bin i are transferred to bin i of the lower particle category (i.e. type 2 PSC to
type 1a PSC, or type 1a PSC to SAT particles).
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Figure 4.4 Schematic illustration of the internal structure of a type la PSC particle during condensation or
evaporation in the Eulerian model version. The magenta dots illustrate the SAT core volumes, surrounded by a
NAT shell as shown in green. Consider a particle in bin i at time 7). During HNO; and H,O condensation the
NAT shell volume increases and the particle moves to bin i+/ at time ¢, along the down-sloping red line, per-
taining it’s core volume and increasing the total volume, corresponding to volumes in bin i+/. Particles in a
given bin always have the same total volume. As time progresses during NAT condensation, particles move in
from lower bin numbers with gradually smaller core volumes. During evaporation particle move upward along
the red lines, gradually decreasing the NAT shell volumes. When the particles loose the entire NAT shell and
the SAT core volume corresponds to the bin volume as show in the upper row a “core return process” occurs,
converting the particle from a type 1a PSC to a SAT particle. A similar diagram can be constructed for type 2
PSC particles, holding a SAT core, an inner NAT shell, and an outer ice shell.

Both box models calculate the particle size distributions in discrete time steps, alternating with the
calculations in the surrounding (calling) model, which may utilize the generated particle surface
area densities. The box model will take as input at the start of a time step the ambient temperature
and pressure, the partial pressures of HNOs and H,0, and the current number density n;. For the
Lagrangian model version in addition the mass of H,SO4, HNOs3, and H,O in the particles, and for
the Eulerian version the internal bin-volumes of the particles in each bin, and the inflow by sedi-
mentation of particles from the layer above. At the end of the time step, in which the temperature is
assumed to be constant, the box model will return the new values of n;, acid masses or internal bin
volumes, the outflow of particles by sedimentation to the layer below, and the new values nitric
acid and water vapor partial pressures. In order to simulate the vertical transport in a column, the
point-wise calculations using the Eulerian version have to be performed in a sequence from the top-
layer (with the assumption of no sedimentation input flow from above) to the bottom layer, where
the net-flow of particles out of the column is calculated.
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5. Optical PSC and aerosol model.
Models of stratospheric aerosol size distributions.

Many optical models of size distributions have been used to describe the aerosols at different alti-
tudes and under different atmospheric conditions [Russel et al., 1981]. Among these models the
lognormal size distribution [ Pinnick et al., 1976]

N { 1 [ln(r/rm)jf' -1)

" o e P2\ g

is probably the most commonly used model for the stratospheric aerosols under non-recently vol-
canic situations. Here, N; is the total number of particles per unit air volume (or per kg of air), 1y, is
the median or mode radius dividing the particle ensemble into two parts of which half of the parti-
cles have radii smaller than r,,, and the other half have larger radii; { is the geometric standard de-
viation, and n(r) gives the number of particles of radius r per unit air volume per unit radius (differ-
ential size distribution). The total surface area density A; and total aerosol volume V; of a particle

ensemble, described by a lognormal distribution, are given by
- 5 , (5.2)
A = 4m’n(r)dr = N, 4, expl2(In ¢)?]
0
and

V= 2 engyar=n, 2 eXpF (ng )21
o 3 3 2

From in situ optical particle counter measurements of the integral size distributions Pinnick et al.
[1976] recommended the typical parameter values for background sulfate aerosols as N=10 cm~,
1,,=0.0725 pm, and {=1.86, corresponding to a surface area density of A=1.43 pm’em™.

(5.3)

Using the geometric volume scale, (4.1)-(4.3), the number of particles n; in each size bin per unit air
volume (or per kg air) is

N (2J1/3(f1/3 _ 1) (5.4)
n. = () = L fF+1 exp_(ln;;—lnrm)ﬂ
’ o 2mIn¢ 2(ln ¢y

Based on balloonborne optical particle counter measurements after major volcanic eruptions Hof-
mann et al. [1983] concluded, that a bimodal lognormal size distribution would better fit the ob-
served distributions, characterized by an increased number of larger particles. Hofmann and Rosen
[1983] discussed the development of the bimodal distributions, where the background particles start
growing into the large mode by condensation of sulfuric acid/water vapor after the injection of sul-
fur compounds to the stratosphere. At the same time homogeneous nucleation from the gas phase
creates new very small particles, which grow by coagulation into the observed small mode. The loss
of particles from the large mode by gravitational sedimentation seems to be compensated by con-
tinuous condensational growth from the small mode for several months after the eruptions. Jédger
and Hofmann [1991] presented an 8-year temporal evolution in the bimodal lognormal parameters
N; and r,; the bimodal distributions were also observed on occasions in 1991 at Laramie, Wyo-
ming, shortly after the Mt. Pinatubo volcanic eruption by Deshler et al. [1992].
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Refractive indices.

The refractive index is given by m(T,wg,wn,A)=mg(T,wg,wp,A)+1 my(T,ws,Wy,A) as function of tem-
perature, chemical composition, and wavelength of the light A. The imaginary part m; is almost
vanishing and has been set to 107 in all calculations. In order to calculate the refractive index at an
arbitrary temperature the Lorentz-Lorenz formula must be used [e.g. Steele and Hamill, 1981]

)= 1+24p(T,w,,w,) (5.5)
S\ 1= Ap(Tw,w,)
where A is the refractivity of the solution and p is the density. For binary sulfuric acid solution par-
ticles the measured values, at 300 K, of the real and imaginary parts of m are tabulated by Palmer
and Williams [1975] at different wavelengths and sulfuric acid weight fractions, thus
B m (T =300K,w,,A)- 1 (5.6)
[mz(T = 300K, w,,A)+2] p(T = 300K, w, )

In the following optical calculations for the liquid particles of binary and ternary composition,
the refractive index model by Luo et al. [1996] and Krieger et al. [2000] have been used, valid in
the range 0.05 < wgtw, < 0.7, 185 K < T < 370 K, 350 nm < A < 2000 nm. In this model, the
refractivity of the solution is calculated as a linear superposition of molar refractivities of sulfuric
acid, nitric acid, and water. In Figure 5.1 is shown an example of refractive indices of STS parti-
cles at 189 K and a typical lidar wavelength A=532 nm.

mR(T,wS,w A

nd

H,SO, weight %

60 70

HNO, weight %

Figure 5.1 Contour plot (black curves) of the real-part refractive index of STS, calculated by the Krieger et al.
[2000] model at T=189 K, A=532 nm. For comparison is shown as the red curve the composition of STS parti-
cles in the temperature range 185-200 K as also displayed in the right panel of Figure 3.11.
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Aerosol backscatter ratio and extinction coefficients.

The sulfate aerosols and type 1b PSC particles are assumed to be supercooled sulfuric acid or ter-
nary solution liquid droplets of spherical shape, which allows Mie scattering theory to be applied.
An often used quantity for comparison between microphysical simulations and optical measure-
ments by lidar and backscatter sondes is the backscatter ratio R, i.e. the ratio between the total vol-
ume backscattering coefficients from particles (B) and air molecules (Bray) to the molecular back-
scatter

R— B+ By, (5.7)
BRay
The molecular, or Rayleigh, volume backscattering coefficient [m'sr'], is calculated from
do _ P do (5.8)

By = n——- —
dQ Ray kT dQ Ray
where do/dQg,y 1s the Rayleigh differential scattering cross section, n is the number density of air

molecules, P, the air pressure, T the air temperature, and k Boltzmann's constant. An expression for
do/dQray 1s given by Nicolet et al. [1982]

do _ 2346 107 m’ sr”’!

— 1+cos’0
dQ Ray /14+x ( o8 )

(5.9)

x= 0.074 +%-0.084
where A is the incident light wavelength (in um), and 0 is the backscatter angle from the forward
direction (180° for the lidar, and 173° for the University of Wyoming backscatter sonde).

The volume backscattering coefficient B of an ensemble of particles [m™'sr™'], characterized by a
differential size distribution n(r), is calculated from [Bohren and Huffman, 1983]

B = nm)mw’Q,rA0,m[Tw, w, A])dr

0

(5.10)
% (r,A,0,m[T,w,,w

n’

- n)*
0 dQ
where Qy is the Mie backscattering efficiency factor, which is dependent on particle radius r, inci-
dent light wavelength A, backscatter direction 0, and the refractive index m(T,ws,wp,A) of the parti-
cles; this quantity itself being dependent on the temperature, particle composition, and wavelength
as explained above. The Mie particle backscattering differential cross section doy/dQ [m’sr'] is
defined as dcsb/dQ=nr2 Q.

AJ])dr

Likewise, the aerosol extinction coefficient E [m™] of an ensemble of particles, characterized by a
differential size distribution n(r), is calculated from
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E= J-n(r)ﬂ'r2 o,r, Am[T,w,,w, ,A])dr
0

(5.11)
= [n) 0. AT, w,, 4)) dr

where Q. is the Mie extinction efficiency factor and o, is the extinction cross section [m?], 6=’ Q..
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Figure 5.2 Differential backscattering cross section do,/dQ at 532 nm, 180°, and extinction cross section o, at 1000 nm
as functions of radius (black curves, left and right panel), calculated for STS particles (w,=0.1, w,=0.4) at T=189 K. The
blue curve shows a typical differential lognormal size distribution n(r) (N=10 cm?, 1,=0.2 um, ¢=1.65) which has been
used to calculate the integrated volume backscattering coefficient B(r) and extinction coefficient E(r) (where r is the
upper integration limit in (5.10) and (5.11)) (red curves, left and right panel).

Figure 5.2 shows examples of calculated backscatter (A=532 nm, 180°) and extinction (A=1000
nm) coefficients, calculated for STS particles described by a lognormal size distribution (blue
curve). The black curves show the differential backscatter cross section and extinction cross section
and the red curves the backscatter B(r) and extinction coefficient E(r), calculated as functions of the
upper integration limit in (5.10) and (5.11). From these curves it can be seen, that mainly the parti-
cles in size range from ~ 0.2 pm to ~ 1 um contribute to the backscattering and extinction. For ref-
erence, the optical calculations for this example give E=3.28-10° m™ and B=1.18-107 m™sr" using
(A=1000 nm, mg=1.4181) and (A=532 nm, mg=1.4340), respectively. At T=189 K, P,=35 hPa, A
=532 nm, and 6=180°, Bray=8.1 1-10% m'sr! whereby the backscatter ratio Rs3p,m=2.45.
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6. Microphysical and optical model calculations.

Fixed cooling rate simulations.

A few simulation results will be presented to display basic features of the microphysical and op-
tical models and to compare the Lagrangian and Eulerian model versions. In these simplified
simulations particles at 35 hPa are cooled linearly in time from 225 K to 185 K and subsequently
heated again to 225 K. This temperature span will induce phase changes among the particles. An
initial lognormal size distribution (5.1) of sulfate aerosols at 225 K with N= 10 particles/cm’,
rm=0.0725 um, and ¢c=1.86 has been assumed together with H,O=5 ppmv and HNO;=10 ppbv in
the gas phase. 500 size classes or size bins have been used in these simulations.

Figures 6.1 and 6.2 (and 6.3) are of the same type, showing various model-calculated variables in
6 panels, using respectively the Lagrangian and Eulerian model version. The upper left panel
shows the temperature (black), NAT condensation temperature (green), and ice frost point tem-
perature (blue). The condensation temperatures are calculated corresponding to the actual gas
phase concentrations. When condensation takes place and removes HNO; and H,O from the gas
phase, Txat and Tjc. decrease and become equal to the air temperature when NAT, respectively
ice particles, are in equilibrium with the gas phase. The middle left panel shows the backscatter
ratio R at 532 nm (red) and the extinction coefficient E at 1000 nm (black), and the lower left
panel shows the gas phase mixing ratios and total mixing ratios of HNOj (green), H,O (blue),
and H,SOy4 (red). The upper right panel shows the radius of particles in each size class, red
curves for liquid and blue curves for solid particles (Lagrangian model), or the mean radii of the
different particle types (Eulerian model). The middle right panel shows the volumes of different
types of particles: red: STS type 1b PSC (sulfate aerosols); green: solid type 1a PSC; blue: solid
type 2 PSC, magenta: solid SAT particles, and black: total volume. The lower right panel shows
the nitric acid weight fractions in the different size classes (black) (only the Lagrangian version),
the volume averaged nitric acid weight fraction (blue), and volume averaged sulfuric acid weight
fraction (red) in all particles.

It should be noticed that the optical calculations are not reliable for solid particles since Mie
scattering theory has been applied for the calculations, assuming spherical particles. The ‘noise’
in the backscatter calculations in the Lagrangian model reflects the inhomogenity in particle
compositions being dependent on radius in contrast to the Eulerian model.

In the Lagrangian model (Figure 6.1) the STS particles start growing when the temperature drops
below the STS threshold. The Kelvin barrier prevents the smallest particles (r< =0.008 um) from
growing (upper right panel). For the smallest among the activated particles show a fast increase
in size, quickly obtaining equilibrium with the gases phase while the larger particles increase
their size more slowly. At temperature roughly 3 K below Ti.. (upper left panel) ice particles
(type 2 PSC) freeze out among those particles larger than = 1 um, growing to radii larger than 10
um and volumes larger than 100 um3 cm” (middle right panel). When temperature increases the
excess ice evaporates and type 1a PSC particles with radii of a few um are leased. Further tem-
perature increase leads to an evaporation of NAT, and SAT particles appear with very small vol-
umes. The SAT particles exist until temperatures are above = 210 K when these particles melt.
The lower right panel shows that nearly all gas phase HNOs is taken up by the solid particles and
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also a substantial fraction of the H,O in ice particles. When small STS and solid particles co-
exist right after the formation of type 2 PSC particles, the liquid particles become subsaturated
and start evaporating, transferring HNO; to the solid type particles. The evaporation is fastest
among the smallest liquid particles. The lower right panel shows that the smallest liquid particles
obtain the highest HNO3 weight fraction during cooling. When type 1a PSC particles exist, the
HNOj; weight fraction of these particles corresponds to the NAT weight fraction of 0.538.
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Figure 6.1 Lagrangian model results for the idealized linear cooling/heating simulation. See text for further de-
scription of the results in the six panels.
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Figure 6.2 Eulerian model results for the idealized linear cooling/heating simulation. See text for further de-
scription of the results in the six panels.

Results from the same simulation using the Eulerian model version is shown in Figure 6.2. It
appears from the two plots that the two model versions calculate nearly the same integral proper-
ties (particle volumes, average particle compositions, and gas phase mixing ratios). The main
difference is the behavior of the liquid particles after the ice particle formation. In this model
version the liquid particles are assumed to obtain instantaneous equilibrium with the gas phase
which is the reason for the fast drop in liquid particle volume (middle right panel). The reason for
the increase in mean particle radius among the type la and type 2 PSC particles just before their
disappearance is that the smallest particle loose their NAT and excess ice shells first, and only
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the largest particles in the distribution will remain for the longest time (this can also be seen in
the upper right panel in Figure 6.1).

Airparcel trajectory calculations.
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Figure 6.3 Same as Figure 6.1 except that an isentropic PSC simulation (Lagrangian model) has been per-
formed using the temperature data from Carslaw et al. [1998, their Figure 2].
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An example of an isentropic (constant potential temperature) airparcel trajectory simulation is
shown in Figure 6.3 (Lagrangian model version). The temperature history has been adopted from
Carslaw et al. [1998], derived from “semi-Lagrangian” airborne lidar measurements of PSC
formation in leewaves over the Norwegian mountains. Very strong temperature fluctuations were
observed where the temperature at time 2.25 hours dropped more that SK below the ice frost
point (upper left panel in Figure 6.3). In this model version this causes nearly all activated STS
particles to freeze into ice (upper right panel). Subsequently the temperatures increase above Tice
but remain below Tnar for nearly the rest of the simulation. This will cause the release of a large
number of small type 1a PSC particles.
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Figure 6.4 Model results of the same air parcel temperature history as in Figure 6.3 by the Carslaw et al.
[1998] model (A. Tsias, private communication 1998). Left panel is the total particle volume (compare with
Figure 6.3 middle right panel), right panel the liquid (red) and solid (blue) particle radii in 25 size bins (com-
pare with Figure 6.3, upper right panel).

Figure 6.4 shows for comparison the same simulation by the Carslaw et al. [1998] model. The
main difference between the two models is the freezing of STS particles and subsequent NAT
nucleation. In the Carslaw et al. model nearly all liquid particles have been assumed to freeze as
the temperature drops below Tjc. around time 2.25 hours. However, after the temperature subse-
quently increases, nearly all frozen particles are returned to the liquid state and only 2% of the ice
particles are assumed to serve as sites for NAT nucleation (cf. Figure 2.5 and the related discus-
sion in Chapter 2 about the breaking of the STS film surrounding the ice enclosure). Before
freezing the two models simulate nearly the same behavior of the liquid particles and the two
models generate nearly the same ice particle volumes.

Synoptic scale PSC calculations.

The Eulerian model version been used for large-scale (hemispheric) simulations of PSC. In these
simulations the temperature development is taken from airparcel trajectories in a given winter (the
cold NH-winter 1995/96 has been used), based on ECMWF analysis. The PSC model is run in a
large number of boxes (app. 15000 trajectories, distributed over 9 altitude levels where PSCs could
occur). The trajectories have been calculated in the following way: backward and forward trajecto-
ries have been initiated, starting in mid-winter (23 January) on a regular grid inside the polar vortex
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at each of the 9 vertical levels. On each level app. 1600 boxes are evenly distributed within the po-
lar vortex on 23 Jan. Going backward (to beginning of December 1995) and forward in time (to
beginning of March 1996) these boxes spread out somewhat, but still remain fairly evenly distrib-
uted inside the polar vortex. Each box is initialized in the beginning of December with gas phase
HNO; and H,O mixing ratios, assuming at this time that the particles are in the liquid phase (strato-
spheric sulfate aerosols or type 1b PSC). The trajectory temperatures are used as input to the micro-
physical box model to calculate PSC properties (e.g. size distributions, surface areas, gas phase
concentrations of HNO3 and H,0) in each box throughout the winter. Thereby, a mapping is gener-
ated of e.g. surface area on an uneven grid (corresponding to the actual positions of each box), but
still forming a fairly well filled-out area inside the vortex throughout the winter.

Time: 23 Jon 96 00 UT, Layers 5 Time: 23 Jan 96 00 UT, Laoyers S
Surface Type 1b PSC (s-micron/c-cm)

0.2100 to 1.086
® 1.066 to 1.821
* 1.921 to 2.777

0.000 to 0.000
* 0.000 to @.000
® 0.000 to 0.000
0.000 to 0.000
¢ 0.000 to 0.000
0.000 to 0.000
e (0.000 to 0.000

2.777 to 3.633
¢ 3.633 to  4.489
4.489 to 5.344
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Temperature (K)
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Mixing HNO3 (ppbv)
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e 7.694 to 8.560

Figure 6.5 Calculated surface area densities of type 1b PSC (upper left panel) together with gas phase HNO;
(lower right) on 23 January 1996, 12.00 UT at model level 5. The lower left panel shows the temperature field.

An example of the hemispheric simulation is show in Figure 6.5 above, giving the temperature and
gas phase HNO; fields together with the calculated surface areas of type 1b PSCs on 23 January
1996 at a specific model level (app. 510 k potential temperature).
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The intention of this model development is two-fold. First, a direct comparison can now be made
between model calculated large-scale PSC and gas phase features and satellite measurements. Sec-
ondly, PSC observations from a specific location can be simulated throughout a give winter season.

Previous usage the PSC simulation models.

The PSC and aerosol microphysical and optical simulation models have been used (coupled to
larger atmospheric chemistry models), cf. Dahlback et al. [1994], De Rudder et al., [1996],
Floisand et al., [1996], Fonteyn and Larsen [1996], Lutman et al., [1994, 1997]. Larsen [1994],
Larsen et al., [1994, 1997, 2000], Riviere et al., [2000], Tie et al., [1996, 1997], Tourpali et al.
[1997], and Vaughan et al. [1994].



60

6. Microphysical and optical model calculations




7. Description of the Fortran 90 computer code 61

7. Description of the Fortran 90 computer code.

Structure of the computer codes.

This chapter gives a description of the Fortran90 computer codes holding the PSC microphysical
and optical models. The two model versions, the Lagrangian and the Eulerian models, are de-
scribed separately below. Both versions are box models, each provided as a single Fortran sub-
routine (SUBROUTINE PSCBOX) to be called at each time step by the surrounding driving at-
mospheric model. The calling model is assumed to specify how temperature and pressure change
with time, affecting the box in which the aerosol and PSC particles form. The surrounding model
will also calculate any heterogeneous chemical reactions taking place on the particle surfaces,
derived from the particle size distributions, provided by the PSC box model. The driving model
may also call a single subroutine (SUBROUTINE SAOPT), which is common for both the La-
grangian and Eulerian versions, to calculate aerosol backscatter and extinction coefficients if
needed. The optical model (SUBROUTINE SAOPT) is described separately below.

The box model subroutines are provided together with all necessary microphysical, thermody-
namic, and optical subroutines and functions in a single file (PSCBOX.FOR), all written in stan-
dard Fortran90.

The examples of PSC simulations in chapter 6 have been calculated by a driving program, called
PSCMODEL. This is an independent program, specially designed to perform relatively simple
simulations of PSC formation, and the program calls (drives) the SUBROUTINE PSCBOX. Ba-
sically, PSCMODEL can be used to set up different temperature and pressure developments to
simulate and study how PSC and aerosol particles form and develop. Optical calculations can
also be performed in connection with PSCMODEL runs, but no heterogeneous chemical reac-
tions are calculated by PSCMODEL. The simulations to be performed are specified in a simple
self-explaining ASCII input file, described below. PSCMODEL is provided in a single file
(PSCMODEL.FOR). PSCMODEL is also written in standard Fortran90 and should be able to be
compiled (together with the routines from PSCBOX.FOR) to run on any computer. PSCMODEL
provides output as ASCII files, which can be analyzed by any graphics program package capable
of plotting column styled data files.

It should be noticed that PSCMODEL is not used when the PSC box model is incorporated in
larger atmospheric chemistry or trajectory models.

Executable versions of PSCMODEL can also be provided, running under Microsoft Windows95
or WindowsNT. The exe versions utilize a graphical menu driven interface whereby the progress
of the simulation can be viewed. An independent executable program, also running under Win-
dows95 or WindowsNT, can be used to analyze output files, produced by PSCMODEL.
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Lagrangian PSCBOX model version

SUBROUTINE PSCBOX (
DTIME,
NBINS, NWORK,
TAIR, PAIR, PPWV, PPNA,
ND, PAR_TYPE,
MCS, MCN, MCW,
PTSIZE, WORK)

R R R R R R R R R R RS RS EEEEEEEEEEEE R E R R R R R R R R R R R R R R R R R

Input/output variables:

INTEGER NBINS,NWORK, PAR TYPE (NBINS)
REAL (KIND=4)
DTIME, TAIR, PAIR, PPWV, PPNA,
ND (NBINS) ,
MCS (NBINS) ,MCN (NBINS) ,MCW (NBINS) ,
PTSIZE (NBINS, 3) , WORK (NBINS, NWORK)

Input:
DTIME: (s) Integration time step
NBINS: Number of particle radii bins
NWORK : 2nd dimension of work array WORK
TAIR: (K) Ambient air temperature
PAIR: (Pa) Air pressure
ND: (part./kg air) Number density of aerosol particles
Input/output:
PPWV: (Pa) Partial water vapor pressure
PPNA: (Pa) Partial nitric acid vapor pressure
PAR_TYPE Particle type identifier:
0: Liquid sulfuric acid or
supercooled ternary solution particle
(sulfate aerosol or STS type 1lb PSC)
1: Solid sulfuric acid tetrahydrate particle;
i.e. no HNO3 or excess water (SAT particle)
2: Solid nitric acid trihydrate particle;
i.e. HNO3 (NAT) but no excess ice (type la PSC)
3: Solid ice particle; i.e. holding excess ice
(type 2 PSC)
MCS: (kg/part.) H2S04 condensed mass per particle
MCN: (kg/part.) HNO3 condensed mass per particle
MCW : (kg/part.) H20 condensed mass per particle
PTSIZE: (m,m**2, m**3) Particle radii, surface, volume
Work array:
WORK : Work array (allowed to be changed)

This subroutine calculates the particle size distributions and chemical
composition in an ensemble of liquid and frozen stratospheric aerosols

and polar stratospheric clouds (PSC) in a SINGLE point in space (box) and time.
Individual box models can be placed in grid-points of a larger model,

or used in airparcel trajectory calculations.

The placement of the box-model within a larger calling

model (geographical/vertical) is referred to as the location of the

box-model.

Basically, two types of stratospheric particles are modeled by this
subroutine: liquid and solid particles.

The liquid particles are stratospheric sulfate aerosol particles which,

at low temperatures, take up HNO3 and H20, changing the composition into
supercooled ternary solutions (STS; HNO3/H2S04/H20), also referred to as
type 1b PSCs. The subroutine allows for simulation of non-equilibrium uptake
of HNO3 in fast cooling/heating events (e.g. mountain lee-waves), emplying

a radius dependent chemical composition of the particles.

The solid particles are grouped into three categories, depending on the
chemical composition. The available water in each solid particle is assumed
to be bound by 4 H20 molecules to each one H2S04 molecule, forming sulfuric
acid tetrahydrate (SAT), and by 3 H20 molecules to each one HNO3 molecule,
forming nitric acid trihydrate (NAT). Any H20 molecules left not bound in
hydrates, are assumed to form water ice (excess ice).

Particles with excess ice are classified as type 2 PSCs.
Particles with no excess ice but holding HNO3 (NAT) are
classified as type la PSCs.
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Particles with no excess water and no HNO3 (NAT) are
classified as solid stratospheric aerosols (SAT particles).

The variable PAR_TYPE gives on exit the particle type for each radius class.

At each location the box model takes as input the ambient air state variables:
temperature (TAIR), pressure (PAIR), partial pressure of water vapor (PPWV),
and partial pressure of nitric acid vapor (PPNA). The partial pressures are
changed on exit according to the evaporation/condensation taking place.

The subroutine calculates the time dependent radius (PTSIZE) and physical
phase (PAR_TYPE) of each particle, holding the number of particles per kg. air
(ND) in each radius class fixed (Lagrangian approach in radius space) .

The mass of condensed H2S04, HNO3, and H20 per particle (chemical composition)
is calculated in each radius class due to condensation/evaporation, assuming

a constant H2S04 content (MCS, MCN, and MCW) .

The subroutine uses adjustable array dimensions of all arrays. The parameter
NBINS and the arrays in the argument list of the subroutine must be set and
dimensioned (cf. above) in the calling program. Notice that arrays ND, PTSIZE,
MCS, MCN, MCW and PAR_TYPE must be declared, initialized (and advected) for
each location of the box within a larger model.

The particle size array (PTSIZE) can be initialized on a geometrically
increasing volume scale, using subroutine SETBIN by specifying the initial
minimum and maximum radius values and the number of radius classes (NBINS).
The number density array (ND) can thereafter be initialized with e.g. an
initial lognormal size distribution using subroutine LGNDST or subroutine
INITSP. The arrays of condensed mass (MCS, MCN, MCW) can be initialized for
liquid aerosol equilibrium composition using subroutine MTAINI.

The array WORK can be used by the calling program unit between calls
of the subroutine, and the same array WORK can be used at all locations.



64 7. Description of the Fortran 90 computer code

Lagrangian PSCMODEL version

MAIN PROGRAM PSCMODEL L (PSCMODEL_L.FOR)
Program used to drive the PSC-box model (Lagrangian version) .

Main program used to run the PSCBOX model in the Lagrangian-radius-space
version.

The program file PSCMODEL.FOR must be linked to PSCBOX.FOR holding the
microphysical, thermodynamical, and optical subroutines of the PSC box model.

A few lines of code in this program must be changed, depending on

the computer (operative system) to be used and where input/output files
are stored. The statements of the program, which have to be changed, are
preceded by a comment line, starting with 'CMP'. All instructions in
comment lines, starting with 'CMP', should be invoked, before compiling
and running the program. Comment lines starting with 'CMP' are only found
in this main program file.

Input/Output files:

The program uses a simple self-explaining ASCII input file, stored in
the associated input file directory. The input file can have any name
with extension '.INP'. Output file names are generated from the applied
input file name, all with extension .DAT and stored in the associated
output file directory. The input/output directories must be specified
in the main program before compiling (cf. CMP comment lines).

Computing control:

Two numbers can be set in the input file to control the integration
of the PSC-model:
Maximum integration step size (s)

Integration start and stop time (Days, Hours, Minutes, Seconds) ;
when the integration has reached the stop time, the program
is terminated (in batch mode), or control is transferred to
the interactive routine (using the interactive mode on PC) .

Output control:

A number can be set in the input file to control the frequency
of output from the PSC-model (Days, Hours, Minutes, Seconds).

Simulation control:

By changing the input parameters in the input file, various numerical
experiments regarding the PSC formation can be set up:

Temperature:

The temperature is calculated from a function of time as
TAIR(time) = RAMP-function(time)

The RAMP-function is a continuous piece-wise linear function, specified

by 4 coordinate pairs: { (ramp time i, temperature i); i=1..4 };

i.e. the graph of this function is made up of 3 straight line segments
between the 4 coordinate points. For time values less than ramp time 1,

the function is constant equal to temperature 1, and for time wvalues
greater than ramp time 4, the function is constant equal to

temperature 4. The 4 coordinate pairs are specified in the input file.

If the RAMP temperature function is to be used, the temperature calculation
method flag in the input file must be specified as 0 (zero).

Alternatively, the temperature history may be specified from a

time table of the temperature. The table must be stored in the input directory
as an ASCII file with two columns (time, temperature (K)) .

Cubic spline interpolation will be used between the table entries.

Time values in the table must be strictly increasing.

The name of this table file is specified in the input file, residing

in the input directory. If the temperature table is to be used,

the temperature calculation method flag in the input file must be

specified as 1 (one). An input table giving three columns

(time, temperature (K), pressure (Pa)) can also be used, specified by the
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temperature calculation method flag set to 2 (two).

If a temperature input file is used the ramp temperature information in the
input file is ignored. If a ramp temperature function is used the
specification of a temperature table file name is ignored.

The temperature calculations as described above may be overlayed

by adding a sinusoidal temperature oscillation. Amplitude and period
specified in the input file. If no oscillations are to be used,

specify amplitude AND period equal to zero. To apply a constant temperature
correction, specify the amplitude, and set the period equal to zero.

The units (Days, Hours, Minutes, Seconds) of the time specifications in
the input file and the temperature table file can be set in the input file.
These units are also used for output.

Pressure/Altitude:

The altitude H (km) and/or potential temperature THETA (K) are specified
in the input file with the following influence:

If H > 0 and THETA < 0:
Calculations at constant pressures; pressures are calculated
using a constant scale height, HSCALE, of 6.5 km, i.e.
P = PO exp(-H/HSCALE),
where PO is the surface pressure, and H is the altitude of the
layer. Value of THETA is ignored (except for the sign of THETA) .
If H > 0 and THETA > O:
Calculations at nearly constant pressures; however, pressures may
change isentropically due to sinusoidal temperature oscillations
as described above. Pressures are calculated as above from H and
HSCALE with corrections
delP = (cp/R) (P/T) delT
where delT are the temperature oscillations. Value of THETA is ignored
(except for the sign of THETA) .
If H < 0 and THETA > O:
Calculations at constant potential temperature. Pressure
is calculated from the potential temperature as
P = PO* (T/THETA) ** (1/kappa) .
Value of H is ignored (except for the sign of H).
IF H < 0 and THETA < O:
Pressure specified together with temperature as function of time
in (time, temperature,pressure) file. The temperature calculation
method flag must be set to 2 (two). Values of H and THETA are ignored
(except for the sign of H and THATA) .

Surface pressure PO and scale height HSCALE are parameters of the
program.

Model structure:
The initial values of minimum and maximum particle radius (microns) are specified
in the input file.

Initial values:

Initial values of water vapor (ppmv) is specified in the input file.

Initial values of nitric acid (ppbv) is specified in the input file.

If a positive value is given, this value is used; if zero is specified,
an observed vertical profile of nitric acid from LIMS-data is used,
(cf. JGR 89,5125,1984), either from a northern (positive latitude)
hemisphere or southern (negative latitude) hemisphere data set.

Initial values of the total number density of sulfuric aerosols (1/ccm)

is specified in the input file. If a positive wvalue is given, this

value is used; if zero is specified, a typical observed Antarctic non-
volcanic vertical profile will be used (cf. Hofmann et al., GRL 13,1252,1986).

Median radius and geometric standard deviation of the initial lognormal
distribution is given in the input file.

Optical calculations:

Calculation of liquid particle backscatter ratios and extinction coefficients
(Mie scattering) can be specified by a logical flag in the input file.
Wavelengths are specified as parameters in the main program and

must be set before compilation. The number of size bins must be large

to obtain reliable backscatter values (>500). Further details are given

in the description of SUBROUTINE SAOPT. IF (OPTICS)-ENDIF blocks in the main
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program should also be inspected and changed according to the actual optical
parameters required.

Header:

The first line in the input file is used for header information about
the actual simulation. The information contained in the input file

is stored in the output directory with the same file name as the output
file with extension '.INF'.

All calculations are performed internally in SI units.

Output on files:

Four data output files are created by the program. All output files
are column ASCII files with data as function of time (time in first
column with units as specified in the input file).

The output file names are generated from the input file name

(e.g. XXXXX.INP) and stored in the specified output file directory:

XXXXX.DAT)

XXXXX-RL.DAT)
XXXXX-RS-DAT)
XXXXX-WN.DAT)

Integrated data file

Liquid particle radius file

Solid particle radius file

Liquid particle nitric acid weight fraction file

The output files can be used by independent programs (e.g. Origin, GRAPHER,
Spreadsheets) to produce graphical presentations of time series.

The integrated data output file hold a number of records; one record for
each output time, as is specified in the input file. Each record holds

19 numbers (columns in the file), giving the following values:

Time (Days, Hours, Minutes, Seconds; as specified in the input file)
Temperature (K)

Total number density of frozen sulfate particles (1/ccm)
Total number density of PSC la (NAT) particles (1/ccm)
Total number density of PSC 2 particles (1/ccm)

Saturation ratio of nitric acid over NAT

Saturation ratio of water vapor over ice

Mixing ratio of water wvapor (ppmv)

Mixing ratio of nitric acid vapor (ppbv)

Total (gas phase and condensed phase) mix. ratio, water (ppmv)
Total (gas phase and condensed phase) mix. ratio, nitric acid (ppbv)
Ratio of total to initial mixing ratio of water (%)

Ratio of total to initial mixing ratio of nitric acid (%)
Total volume of frozen sulfate particles (micron**3/ccm)
Total volume of PSC la particles (micron**3/ccm)

Total volume of PSC 2 particles (micron**3/ccm)

Total volume of all particles (micron**3/ccm)

Total number density of PSC 1b (STS) particles (1/ccm)
Total volume of PSC 1b (STS) particles (micron**3/ccm)
Sulfuric acid weight fraction liquid PSC 1b aerosols [0;1]
Mean radius liquid PSC 1b aerosols (micron)

Mean radius frozen sulfate aerosols (micron)

Mean radius PSC la (micron)

Mean radius PSC 2 (micron)

Nitric acid weight fraction liquid PSC 1b aerosols [0;1]
NAT condensation temperature (K)

Ice frost point temperature (K)

AC: Air pressure (hPa)

AD: Total mixing ration of sulfuric acid (ppb)

AE: Optical parameter 1

AF: Optical parameter 2

AG: Optical parameter 3

5ENF<N<GHWFUO*UOZZT'NQHEQ*UWUOWD’

The radius and nitric acid weight fraction files hold between 39 and

75 columns, giving time and radius (weight fraction) in each radius

size class. If the number of size classes is >74 only every 2nd., 3rd,

values is stored. The stepping (DI) in radius class index is determined by
DI=MAXO0 (1,NINT (REAL (NBINS) /50.0))

Radius is given in microns.

In addition a file is produced, holding records with the number of particles per kg. air
in each size class (XXXXX-ND.DAT). The same stepping DI is used in file XXXXX-ND.DAT.
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Example of input file for the Lagrangian PSCMODEL version.

The following input file specifies the simulation shown in Figure 6.1

Constant cooling - heating. PSC model L-version. Homogeneous freezing.

0.001,50.0 Minimum and maximum initial particle radii (microns)

10.0 Max. integration time step (seconds)

h Time units (D/H/M/S) of the following time specifications and I/O
0.0, VF. Integration start time (D/H/M/S), Start for reset dump file

96.0 Integration stop time (D/H/M/S)

0.1 Time interval between plot/print output (D/H/M/S)

0 Temperature calculation (0: ramp; 1: Temp table; 2: Temp/Press table)

Temperature table file name

0.0 ,225.0 Ramp time 1 (D/H/M/S), temperature 1 (K)

48.0,180.0 Ramp time 2 (D/H/M/S), temperature 2 (K)

60.0,180.0 Ramp time 3 (D/H/M/S), temperature 3 (K)

96.0,225.0 Ramp time 4 (D/H/M/S), temperature 4 (K)

0.0, 0.0 Temperature sine oscillation period (D/H/M/S); amplitude (K)

5.0 Mixing ratio water vapor, initial value (ppmv)

10.0 Mixing ratio nitric acid, initial wvalue (ppbv); (IF 0: LIMS-data)
10.0 Number density sulf.aerosols (1/ccm); (IF 0: Antarctic profile)
0.0725,1.86 Median radius (microns) and geometric std. dev., sulfate aerosols
80.00 Latitude

21.79 Altitude (km)

-427.98 Potential temperature (K)

.t. Optical calculations

3 Particle surface area (2) or volume (3)
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Eulerian PSCBOX model version

SUBROUTINE PSCBOX (
DTIME,
THKNES,
NBINS,
TAIR, PAIR, PPWV, PPNA,
NDSA, RHOTER, WSA, WNA,
NDPSC, PVOL,
SDNDSA, SDRHOT, SDWSA, SDWNA,
SDNAPSC, SDPVOL,
SA,PSC, SEDMNT_ SA, SEDMNT_ PSC,
PTSIZE, WORK)

INTEGER NBINS
REAL (KIND=4)
DTIME,
THKNES,
TAIR, PAIR, PPWV, PPNA,
NDSA (NBINS, 2) ,RHOTER, WSA, WNA,
NDPSC (NBINS, 2) , PVOL (NBINS, 3) ,
SDNDSA (NBINS, 2) , SDRHOT, SDWSA, SDWNA,
SDNAPSC (NBINS, 2) , SDPVOL (NBINS, 3) ,
PTSIZE (NBINS, 8) , WORK (NBINS, 11)
LOGICAL SA(2),PSC(2),SEDMNT_ SA(2),SEDMNT PSC(2)

Input:
DTIME: (s) Integration time step
THKNES: (m) Vertical thickness of layer
NBINS: Number of particle radii bins
TAIR: (K) Ambient air temperature
PAIR: (Pa) Ambient air pressure
Input/output:
PPWV: (Pa) Ambient partial pressure of water vapor
PPNA: (Pa) Ambient partial pressure of nitric acid
NDSA: (par/kg air) Number density of liquid (1b PSC)/
frozen (SAT) sulfate aerosols
RHOTER: (kg/m**3) Density of sulfuric-nitric acid liquid solution
WSA: H2S04 weight fraction of ternary solution
WNA : HNO3 weight fraction of ternary solution
NDPSC: (par/kg air) Number density of type la and 2 PSC particles
PVOL: (m**3 /par) Volume of condensed substance in solid type PSCs
SDNDSA : (par/m**3) Sedimentation flow of aerosol particles
in time interval DTIME
SDRHOT : (kg/m**3) Density of liquid particles falling in from above
SDWSA: H2S04 weight fraction of liquid particles
falling in from above
SDWNA : HNO3 weight fraction of liquid particles
falling in from above
SDNAPSC: (par/m**3) Sedimentation flow of PSC particles in
time interval DTIME
SDPVOL: (m**3/par) Volume of condensed substance in
sedimenting solid type PSC particles
SA: (logical) Indicator of presence of liquid (1b PSC) or frozen aerosol
PSC: (logical) Indicator of presence of PSCs la or 2
SEDMNT _SA: (logical) 1Indicator of sedimentation of lig/frozen aerosols
SEDMNT PSC: (logical) Indicator of sedimentation of PSCs la or 2
Work array:
PTSIZE: (m,m**2, m**3) Particle radii, surface, volume, etc.
(not to be changed)
WORK : Work array (allowed to be changed)

R R R RS R R R R R R SRR SRR R R R E R R R R R R R R R R R R R R R R

This subroutine calculates the particle size distributions and chemical
compositions in an ensemble of liquid supercooled ternary solution (STS)
stratospheric particles (type 1b PSC at low temperatures), frozen stratospheric
sulfate aerosols, and polar stratospheric clouds (PSC) of type la and 2 in a
SINGLE point in space (box) and time. Individual PSC-box models can be placed in
grid-points of a larger model, or can be used for air parcel trajectory
calculations, or can be stacked to form a column model. The placement of the
box-model within a larger model (geographical/vertical) is referred to as the
location of the box-model.

At each location the PSC-box model takes as input the ambient air state
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variables: temperature (TAIR), pressure (PAIR), partial pressure of water
vapor (PPWV), and partial pressure of nitric acid vapor (PPNA) .

The particle size distribution of each particle type is divided into a number
of bins (NBINS) on a geometrically increasing volume scale. It is required,
that NBINS > 2. NBINS must be the same for all locations of the PSC-box model.

The number density (ND - particles per unit air mass), i.e. the

the particle size distributions, are stored in the following arrays:

NDSA(i,1) , i=1,...NBINS Liquid sulfate aerosols which, at low temperatures,
take up nitric acid and water, turning into
supercooled ternary solution Type 1b PSC

NDSA(i,2) , i=1,...NBINS Frozen sulfuric acid tetrahydrate particles (SAT)
NDPSC(i,1), i=1,...NBINS Nitric acid trihydrate (NAT) type la PSC
NDPSC(i,2), i=1,...NBINS Water ice type 2 PSC

ND-array element no. i holds the particles per unit air mass in the particle
radius interval spanned by bin no. i.

The subroutine calculates the differential size distribution NDSA (i, 1)

of liquid ternary sulfuric-nitric acid solution aerosol particles, and the
sulfuric and nitric acid weight fractions (WSA, WNA) of the particles,
assuming the ternary aerosols to be in equilibrium with the water and nitric
acid vapor at an arbitrary ambient atmospheric state, specified as input
(TAIR, PPWV, and PPNA) .

The density (RHOTER) of the ternary solution (mass per liquid volume)
and the weight fractions (WSA and WNA) of the same particles in

the previous atmospheric state must be given as input to the subroutine.
The values of RHOTER, WSA, and WNA are recalculated on exit to be used
as input to the subroutine in a subsequent call at the same location in
another state (TAIR, PPNA, or PPWV). In order to perform calculations
on different geographical locations and altitudes (grid points), the
variables RHOTER, WSA, and WNA must be defined at each point.

The PSC la particles are assumed to be composed of

k:

1: A core of frozen sulfuric acid tetrahydrate (SAT)
A surface shell of nitric acid trihydrate (NAT)

The PSC 2 particles are assumed to be composed of

k:
2: A core of frozen sulfuric acid tetrahydrate (SAT)
3: An inner shell of nitric acid trihydrate (NAT)

A surface shell of water ice

The average volumes per particle of each solid substance type in

the cores and inner shells of the PSCs (i.e. SAT in PSC 1la;

SAT, inner shell-NAT in PSC 2) are calculated in each size bin at each
location. These volume values of condensed substance are stored in the
two dimensional array (PVOL(i,k); i=1,NBINS; k=1,3) at each location with
the substance index k as given above.

The model applies homogeneous volume dependent freezing of ice in HNO3/H20
supercooled solutions according to Tabazadeh et al. (1997).

Upon freezing of a STS particle all the nitric acid together with water is
deposited as nitric acid trihydrate (NAT) in a shell surrounding a SAT core.
Hereby a type 2 PSC particle is formed, and the core volume PVOL

is recalculated. Upon heating the type 2 PSC may evaporate the outer ice
shell, turning into a type la PSC. Upon further heating the NAT shell of
the type la PSC particle will evaporate, whereby the frozen sulfate aerosol
core is released (SAT particle).

Any frozen SAT particles are assumed to melt when the air temperature

is above the SAT melting temperature. SAT melting (deliquescence) upon cooling
(Koop and Carslaw, 1996) can also be simulated if the logical parameter SAT DELI
is be set to .TRUE. When melting a SAT particle the number density is transferred
from the frozen to the liquid particle category and the equilibrium composition
and ternary density is recalculated.

The logical input/output variables SA(1), SA(2), PSC(1l) and PSC(2) can be used
in the calling program to test whether STS, frozen aerosol particles,
type la, or type 2 PSCs are present.

The number density of particles (NDSA; NDPSC), the density of STS particles,
(RHOTER) , the H2S04 and HNO3 weight fractions of STS (WSA and WNA), and the
volumes of condensed substances (PVOL) constitute the integration variables
of the model. When the subroutine is called, these variables must hold the
values, calculated by the routine in the previous time step (or the initial
values, cf. below). Upon exit these variables will hold the new values at a
time DTIME later. The new values are calculated by a first order explicit
Euler expression within the routine. The ambient air state variables (TAIR,
PAIR) are assumed to be constant during the time interval DTIME. In order to
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perform calculations on different geographical locations and altitudes (grid
points), these variables must be defined at each point.

Nitric acid and water are taken up or released from/to the air during
condensation/evaporation. On exit new values of gas phase partial pressures
of nitric acid (PPNA) and water (PPWV) are recalculated.

The balance calculations of particle number density and volumes of condensed
substance use as input the sedimentation flow of particles (SDNASA, SDNAPSC).
The variables SDRHOT, SDWSA, and SDWNA hold the values of density, H2S04, and
HNO3 weight fractions of the liquid particles falling in from the layer above,
and SDPVOL condensed volume of solid particles from the layer above. The
routine will return as output, in the same variables, the flow to be used in
the box-calculations in the layer below.

The logical array SEDMNT SA(j), SEDMNT PSC(j) indicate, if there is a
sedimentation flow of particles of type j from the layer above on entry,

and indicate, in the same variable, if there is a sedimentation

flow to the layer below on exit.

Thus, for the calculations in a column, the subroutine should be called
in a sequence from the top-layer to the bottom-layer. At the top layer,
the sedimentation input variables should be set equal to zero; the logical
sedimentation indicator (SEDMNT_ SA, SEDMNT PSC) should be set

to .FALSE., and the calling program should not change the values of

these variables between calls in the column sequence. The sedimentation
variables will hold the fall out of particles in the bottom layer after
the last call of the subroutine in the column sequence. The same array
for storing the sedimentation flows and indicators can be used at
different locations, if the calculations are performed column-wise.

A positive vertical extent (THKNES) of the PSC-box (vertical distance
between layers) must be given as input to the subroutine. This extent
need not be the same, neither at all locations, nor at all times.

The subroutine uses adjustable array dimensions of all arrays.
The parameter NBINS and the arrays in the argument list of the
subroutine must be set and dimensioned (cf. above) in the calling
program.

The minimum and maximum particle radius are given as parameters to
SUBROUTINE SETBIN, which must be called once before any call to PSCBOX

(cf. below). Subroutine SETBIN will store the values of the particle radius,
surface area, and volume of each bin in the array PTSIZE. This array PTSIZE
must be used at all locations, and the array must not be changed between the
calls of subroutine PSCBOX.

The SUBROUTINE INITSP can be used to calculate initial values of particle
number density of a liquid stratospheric sulfuric acid particle ensemble with
an initial log-normal size distribution (parameters given to the subroutine).
Under warmer stratospheric conditions with no PSCs this distribution could
normally be used as initial values of the PSC-box model. The variables RHOTER,
WSA, and WNA can be initialized using SUBROUTINE MTAINI. The arrays NDPSC, PVOL,
NDSA(i,2), and logical flags SA(2) and PSC should initially be set equal to
zero/.false. in this case.

The total particle surface area density of a given particle type can
be calculated by SUBROUTINE SURFCE. The condensed phase mixing ratios
of nitric acid and water can be calculated by SUBROUTINE MIXCON. Para-
meters of log-normal distribution fits to individual particle
distributions can be calculated by SUBROUTINE LGNPAR (cf. below) .

The array WORK can be used by the calling program unit between calls
of the subroutine, and the same array WORK can be used at all locations.

All calculations are performed in SI units.

The entire PSC-box model is written in ANSI fortran 90.
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Eulerian PSCMODEL version

MAIN PROGRAM PSCMODEL E (PSCMODEL E.FOR)
Program used to drive the PSC-box model (Eulerian version).

Main program used to run the PSCBOX model in the Eulerian-radius-space
version, i.e. using fixed size bins.

The program file PSCMODEL.FOR must be linked to PSCBOX.FOR holding the
microphysical, thermodynamical, and optical subroutines of the PSC box
model.

A few lines of code in this program must be changed, depending on

the computer (operative system) to be used and where input/output files
are stored. The statements of the program, which have to be changed, are
preceded by a comment line, starting with 'CMP'. All instructions in
comment lines, starting with 'CMP', should be invoked, before compiling
and running the program. Comment lines starting with 'CMP' are only found
in this main program file.

Input/Output files:

The program uses a simple self-explaining ASCII input file, stored in
the associated input file directory. The input file can have any name
with extension '.INP'. Output file names are generated from the applied
input file name, all with extension .DAT and stored in the associated
output file directory. The input/output directories must be specified
in the main program before compiling (cf. CMP comment lines).

Time units.

The model performs all calculations internally in SI units, i.e. time in
seconds. However, other units for input/output can be required.

The units (Days, Hours, Minutes, Seconds) of the time specifications in
the input file and the temperature table file can be set in the input file.
These units are also used for output.

Computing control:

Two numbers can be set in the input file to control the integration
of the PSC-model:
Maximum integration step size (s)

Integration start and stop time (Days, Hours, Minutes, Seconds);
when the integration has reached the stop time, the program
is terminated (in batch mode), or control is transferred to
the interactive routine (using the interactive mode on PC).

Output control:

A number can be set in the input file to control the frequency
of output from the PSC-model (Days, Hours, Minutes, Seconds) .

Simulation control:

By changing the input parameters in the input file, various numerical
experiments regarding the PSC formation can be set up:

Temperature:

The temperature is calculated from a function of time as
TAIR(time) = RAMP-function(time)

The RAMP-function is a continuous piece-wise linear function, specified

by 4 coordinate pairs: { (ramp time i, temperature i); i=1..4 };

i.e. the graph of this function is made up of 3 straight line segments
between the 4 coordinate points. For time values less than ramp time 1,

the function is constant equal to temperature 1, and for time values
greater than ramp time 4, the function is constant equal to

temperature 4. The 4 coordinate pairs are specified in the input file.

If the RAMP temperature function is to be used, the temperature calculation
method flag in the input file must be specified as 0 (zero).

Alternatively, the temperature history may be specified from a
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time table of the temperature. The table must be stored in the input directory
as an ASCII file with two columns (time, temperature (K)).

Cubic spline interpolation will be used between the table entries.

Time values in the table must be strictly increasing.

The name of this table file is specified in the input file, residing

in the input directory. If the temperature table is to be used,

the temperature calculation method flag in the input file must be

specified as 1 (one). An input table giving three columns

(time, temperature (K), pressure (hPa)) can also be used, specified by the
temperature calculation method flag set to 2 (two).

If a temperature input file is used the ramp temperature information in the
input file is ignored. If a ramp temperature function is used the
specification of a temperature table file name is ignored.

The temperature calculations as described above may be overlayed

by adding a sinusoidal temperature oscillation. Amplitude and period
specified in the input file. If no oscillations are to be used,

specify amplitude AND period equal to zero. To apply a constant temperature
correction, specify the amplitude, and set the period equal to zero.

Initial values:

Initial values of water vapor (ppmv) (same for all layers) is specified
in the input file.

Initial values of nitric acid (ppbv) is specified in the input file.
If a positive value is given, this value is used for all levels; if
zero is specified, an observed vertical profile of nitric acid from
LIMS-data is used, (cf. JGR 89,5125,1984), either from

a northern (positive latitude) hemisphere or southern (negative
latitude) hemisphere data set.

Initial values of the total number density of sulfuric aerosols (1/ccm)
is specified in the input file. If a positive value is given, this
value is used for all levels; 1f zero is specified, a typical observed
Antarctic vertical profile will be used (cf. Hofmann et al.,

GRL 13,1252,1986) .

Median radius and geometric standard deviation of the initial
lognormal distribution is given in the input file (same for all
altitudes) .

Model structure:

The number of layers in the vertical direction is specified in the
input file. A maximum of MAXLAY layers can be used. If a negative
number is specified, the absolute value is used as the number of
layers, but no sedimentation of particles between the layers is
calculated. The layers are numbered from the top to the bottom,
and the top layer is no. 1.

The altitude H (km) and/or potential temperature THETA (K) together with
the layer thickness DL (km or K) are specified in the input file with the
following influence:

If H > 0 and THETA < O:
Calculations at constant pressures; pressures are calculated
using a constant scale height, HSCALE, of 6.5 km, i.e
P = PO exp(-H/HSCALE),
where PO is the surface pressure, and H is the altitude of the
layer. Value of THETA is ignored (except for the sign of THETA) .
If H > 0 and THETA > O:
Calculations at nearly constant pressures; however, pressures may
change isentropically due to sinusoidal temperature oscillations
as described above. Pressures are calculated as above from H and
HSCALE with corrections
delP = (cp/R) (P/T) delT
where delT are the temperature oscillations. Value of THETA is ignored
(except for the sign of THETA) .
If H < 0 and THETA > O:
Calculations at constant potential temperature. Pressure
is calculated from the potential temperature as
P = PO* (T/THETA) ** (1/kappa) .
Value of H is ignored (except for the sign of H).
IF H < 0 and THETA < O:
Pressure specified together with temperature as function of time
in (time, temperature,pressure) file. The temperature calculation
method flag must be set to 2 (two). Values of H and THETA are ignored
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(except for the sign of H and THATA) .

Surface pressure PO and scale height HSCALE are parameters of the
program.

Optical calculations:

Calculation of liquid particle backscatter ratios and extinction coefficients
(Mie scattering) can be specified by a logical flag in the input file.
Wavelengths are specified as parameters in the main program and

must be set before compilation. The number of size bins must be large

to obtain reliable backscatter values (>500). Further details are given

in the description of SUBROUTINE SAOPT. IF (OPTICS)-ENDIF blocks in the main
program should also be inspected and changed according to the actual optical
parameters required.

Output on files:

Three types of ASCII output files can be created by the program:

1: Historical output files
2: Distribution output file
3: Vertical profile output file

The output file names are generated from the input file name (e.g.
XXXXX.INP) and stored in the specified output file directory:

HISTORICAL OUTPUT FILE is always created for each layer, named
XXXXX-Hyy.DAT, where yy is the layer number. The historical output files
hold a number of records; one record for each output time, as

specified in the input file. Each record holds the following values:

Time (Days, Hours, Minutes, Seconds; as specified in the input file)
Temperature (K)

Total number density of frozen sulfate particles (1/ccm)

Total number density of PSC 1 particles (1/ccm)

Total number density of PSC 2 particles (1/ccm)

Saturation ratio of nitric acid over NAT

Saturation ratio of water vapor over ice

Mixing ratio of water vapor (ppmv)

Mixing ratio of nitric acid vapor (ppbv)

Total (gas phase and condensed phase) mix. ratio, water (ppmv)
Total (gas phase and condensed phase) mix. ratio, nitric acid (ppbv)
Ratio of total to initial mixing ratio of water (%)

Ratio of total to initial mixing ratio of nitric acid (%)
Total volume of frozen sulfate particles (micron**3/ccm)
Total volume of PSC la particles (micron**3/ccm)

Total volume of PSC 2 particles (micron**3/ccm)

Total volume of all particles (micron**3/ccm)

Total number density of PSC 1b (STS) particles (1/ccm)
Total volume of PSC 1b (STS) particles (micron**3/ccm)
Sulfuric acid weight fraction liquid PSC 1b aerosols [0;1]
Mean radius liquid PSC 1b aerosols (micron)

Median radius frozen sulfate aerosols (micron)

Median radius PSC 1 (micron)

Median radius PSC 2 (micron)

Nitric acid weight fraction LIQUID stratospheric aerosols [0;1]
Nitric acid weight fraction liquid PSC 1b aerosols [0;1]
NAT condensation temperature (K)

Ice frost point temperature (K)

Air pressure (hPa)

Total mixing ration of sulfuric acid (ppb)

Optical parameter 1

AF: Optical parameter 2

AG: Optical parameter 3

AI: Moleratio
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DISTRIBUTION OUTPUT FILES are created, if a non-zero distribution-
dump-frequency is specified in the input file, or if a command

is given interactively for this (PC). The names of the distribution
output files are XXXXX-Dyy.DAT, where yy is the layer number.

The distribution output files holds a number of blocks of records.

A block is written to each distribution output file at each distribution
output time. The first record in a block holds the time (Seconds, Days or
Hours as specified in the input file). Then follows a number of records;
one record for each size bin giving the following values:

A: Particle radius (micron)
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Differential concentration of liquid sulfate particles (1/micron ccm)
Differential concentration of frozen sulfate particles (1/micron ccm)
Differential concentration of PSC 1 particles (1/micron ccm)
Differential concentration of PSC 2 particles (1/micron ccm)
Differential concentration of all particles (1/icronm ccm)

HEOQW

A VERTICAL PROFILE OUTPUT FILE is created, i1f a non-zero vertical-dump-
frequency is specified in the input file, or if a command is given
interactively for this (PC). The name of the vertical profile output
files is XXXXX-V.DAT. The vertical profile output file holds a number of
blocks of records. A block is written to the vertical output

file at each vertical output time. The first record in a block holds

the time (Days or Hours; as specified in the input file). Then follows

a number of records; one record for each layer, starting from the
BOTTOM layer. Each record holds the following values:

Altitude (km)

Pressure (hPa)

Temperature (K)

Total number density of frozen sulfate particles (1/ccm)

Total number density of PSC 1 particles (1/ccm)

Total number density of PSC 2 particles (1/ccm)

Saturation ratio of nitric acid over NAT

Saturation ratio of water vapor over ice

Mixing ratio of water wvapor (ppmv)

Mixing ratio of nitric acid vapor (ppbv)

Total (gas phase and condensed phase) mix. ratio, water (ppmv)

Total (gas phase and condensed phase) mix. ratio, nitric acid (ppbv)
Ratio of total to initial mixing ratio of water (%)
Ratio of total to initial mixing ratio of nitric acid (%)

Total surface area density of frozen sulfate particles (am**2/ccm)
Total surface area density of PSC 1 particles (aem**2/ccm)

Total surface area density of PSC 2 particles (aem**2/ccm)

Total surface area density of all particles (em**2/ccm)

Total number density of liquid sulfate particles (1/ccm)

Total surface area density of liquid sulfate particles (aem**2/ccm)
Sulfuric acid weight fraction in LIQUID sulfate aerosols [0;1]
Median radius liquid sulfate aerosols (am)

Median radius frozen sulfate aerosols (am)

Median radius PSC 1 (am)

Median radius PSC 2 (am)

Nitric acid weight fraction in LIQUID sulfate aerosols [0;1]

NAT condensation temperature (K)

Ice frost point temperature (K)

Air pressure (hPa)

:U:J’:U;N'<><<:C!HU)FUIO"UOZZL_‘NC|HIO'TJD‘JUOW:U

AE: Total mixing ration of sulfuric acid (ppb)
AF: Optical parameter 1
AG: Optical parameter 2
AH: Optical parameter 3

Moleratio

>
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Example of input file for the Eulerian PSCMODEL version.

The following input file specifies the simulation shown in Figure 6.2

Constant cooling - heating, PSC model E version, Homogeneous freezing
0.001, 50.0 Min. max. radius

10.0 Max. integration time step (seconds)

h Time units (H/D) of the following time specifications and I/O

0.0 Integration start time

96.00 Integration stop time (H/D)

0.1, 0.0, 0.0 Time interval between plot/print output (H/D)

0 Temperature calculation (0: ramp; 1: Temp table; 2: Temp/Press table)
Temperature table file name

0.0,225.0 Ramp time 1 (H/D), temperature 1 (K); (IF time 1 < 0: Temp. table)

48.0,180.0 Ramp time 2 (H/D), temperature 2 (K)

60.0,180.0 Ramp time 3 (H/D), temperature 3 (K)

96.0,225.0 Ramp time 4 (H/D), temperature 4 (K)

0.0, 0.0 Temperature sine oscillation period (H/D); amplitude (K)

5.0 Mixing ratio water wvapor, initial wvalue (ppmv)

10.0 Mixing ratio nitric acid, initial value (ppbv); (IF 0: LIMS-data)

10.0 Number density sulf.aerosols (1/ccm); (IF 0: Antarctic profile)

0.0725,1.86 Median radius (microns) and geometric std. dev., sulfate aerosols

80.00, -1 Latitude; Number of layers (IF < 0: no sedimentation calculations)

21.79, 1.0 Top layer altitude and layer thickness (km)

-575.0, 10.0 Potential temperature and potential temperature decrement (K)

.t Optical calculations
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Optical model.

SUBROUTINE SAOPT (OPTICAL_ PAR,NBINS, PND, PTSIZE, PAIR, TAIR,
WAVEL, REF, OPT, RAY)

CHARACTER*1 OPTICAL_PAR
INTEGER NBINS
REAL PND (NBINS) , PTSIZE (NBINS, 3),
PAIR, TAIR, WAVEL, REFRE (NBINS) , BKP, RAY

Input:
OPTICAL_PAR Character flag, indicating calculation of
Molecular volume backscatter coefficient ('B') or
Aerosol extinction coefficient ('E')
NBINS: Number of particle radii bins
PND: (par/kg air) Number density of aerosol particles
PTSIZE: (m,m**2, m**3) Particle radii, surface, volume,
(not to be changed)
PAIR: (Pa) Air pressure
TAIR: (K) Ambient air temperature
WAVEL: (m) Incident wavelength
REF: Real part of refractive index
Output:
OPT: (1/m sr) Particle volume backscatter coefficient OR
(1/m) aerosol extinction coefficient
RAY: (1/m sr) Molecular volume backscatter coefficient

Subroutine used to calculate the particle volume backscatter coefficient

OR extinction coefficient of an ensemble of spherical particles, characterized
by a differential size distribution PND (calculated by SUBROUTINE PSCBOX),

at a specified incident wavelength (WAVEL). The particles are assumed to be
characterized by the refractive index (real part) (REF), whereas the imaginary
part is given as a parameter in the subroutine.

Depending on the value of the character flag OPTICAL_PAR the backscatter
coefficient or extinction coefficient is calculated.

Also the Rayleigh (molecular) volume backscatter coefficient (RAY) is
calculated at the same wavelength at the specified ambient atmospheric
state, given by the air pressure (PAIR) and temperature (TAIR).

The subroutine is intended to be used together with SUBROUTINE PSCBOX
which calculates the size distribution of liquid stratospheric aerosols.
Subroutine SETBIN from the PSCBOX package must be called once prior to
any call to SUBROUTINE SAOPT.

An angel distribution of the backscattered light is assumed,
corresponding to the sensitivity angel distribution of the University

of Wyoming backscatter sonde. Alternatively, the subroutine can easily

be changed by logical parameter SINGLE ANGEL to calculate the backscatter
at a single specific angle.
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Appendix.

Principal symbols and physical constants.

Ay Water activity (relative humidity with respect to pure water)

A Refractivity of solution

Aj; Volume corrected coagulation kernel

A Total surface area density of particles in an ensemble (m*/unit air mass)

Bray Rayleigh volume backscattering coefficient

B Total volume backscattering coefficient from particles

C "Capacity" of particle (hexagonal particles), C=C. r

Ce "Capacity" factor, C=1 for liquid particles, assumed C.=1.61 for solid particles
Cn Prefactor for nucleation rate

Cpa Specific (molar) heat capacity of air, C,.=7/2 R

D Vapor diffusion coefficient

dop/dQ Differential backscatter cross section

do/dQray Rayleigh differential scattering cross section

d Molecular diameter

E Aerosol extinction coefficient

e Natural logarithm base (e=2.7)

AF Free energy for germ formation during nucleation by vapor deposition

AF, Free energy (per molecule) for ice germ formation

AF et Diffusion activation energy of water molecules across the ice/solution phase

boundary (per molecule)

Particle volume ratio of adjacent bins, f=Vi:/V;
Ventilation factor for vapor diffusion

Ventilation factor for heat conduction

Average particle velocity in bin i, (8kT/mm;)”
Gravitational acceleration (9.8 ms™)

Planck’s constant (6.626176 107* J s)

Nucleation rate by vapor deposition

Nucleation rate by ice homogeneous freezing in supercooled liquid
Coagulation kernel

Boltzmann's constant (1.3800662 10 J K™)
Thermal conductivity of air

Specific latent heat of sublimation

Molar latent heat of ice melting

Molar mass

Molar mass of air (28.9644 10~ kg mole™)

Molar mass of nitric of HNO5 (63.01 10™ kg mole™)
Molar mass of nitric of H,SO, (98.08 10~ kg mole™)
Molar mass of H,O (18.0153 10” kg mole™)
Compatibility (contact) nucleation parameter
Particle mass in bin i

Real part of refractive index

Imaginary part of refractive index
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Appendix

Ari

X E <

g8

Number of particle size distribution bins

Best (or Davies) number

number of water molecules in water (solution) in contact with a unit area of the
ice surface (5.85°10" m™),

Reynolds number, (U2rp./n)

Total number density of particles in an ensemble, (#/unit air mass)
Integral particle distribution

Difterential particle distribution

Number density of particles in bin i, (#/unit air mass)
Molecular number density in gas phase, (P,/kT)

Molecular number density in gas phase at saturation, (Pg,/kT)
Air pressure

Partial pressure

Saturation pressure over flat surface

Saturation pressure over curved surface of radius r

Mie backscatter efficiency factor

Mie extinction efficiency factor

Latent heat of sublimation

Universal gas constant (8.31441 J mole” K™

Backscatter ratio (B,tBray)/Bray

Particle radius

Central particle radius in bin i

Particle radius bin width in bin i

Germ radius

Lognormal median (mode) radius of particles in an ensemble
Saturation ratio, Pp/Pga

Saturation ratio over a curved surface of radius 1, Pp/Pgar
Temperature

Temperature at surface of particle of radius r

Temperature for homogeneous freezing

Ice melting temperature (273.15 K)

Time

Integration time step size

Particle terminal fall velocity

Particle volume in bin §

Particle volume bin width in bin i

Upper particle volume bin border in bin i

Lower particle volume bin border in bin i

Internal bin-volume in bin i

HNO; weight fraction

H,SO,4 weight fraction

Mean thermal speed of molecules in gas phase, (SRT/TM)”
Flux of molecules (P,v/4kT)

Molar fraction in solution

Aspect ratio of solid particles, (ratio between length and diameter of particle)
Sticking coefficient
Thermal accommodation coefficient
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Y Number of moles in the condensed phase per particle

O] Correction factor for mean free path of condensing molecules, A = ©OA,

0 Backscatter angle

n Dynamic viscosity of air

K Dynamic shape factor of particles

A Mean free path of condensing/evaporating molecules

A, Mean free path of air molecules

A Wavelength of light

0 Mixing ratio

\% Nucleation bin flow

(0} Condensation/evaporation bin flow

b4 Sedimentation bin flow

® Core return bin flow

Pp Partial gas phase density of condensing molecules

Psat Saturation gas phase density of condensing molecules over flat surface

Psat.r Saturation gas phase density of condensing molecules over curved surface of
radius r

Pa Air density, (PM,/RT)

p Bulk condensed phase density

o Bulk surface tension of condensed phase

Ce Extinction cross section

C Lognormal geometric standard deviation of particles in an en-
semble

T Time constant of a microphysical process

Indices.

a Air molecules

i (orj) Geometric volume scale bin index, (1<i<N), increasing with particle size

k Layer index, increasing vertically downward

in Ingoing bin flow

out Outgoing bin flow

sol liquid phase solution

n Nitric acid molecules

s Sulfuric acid molecules

w Water molecules

Abbreviations.

NAT Nitric acid trihydrate (HNO; - 3 H,0)

ppbv parts per billion by volume (10”)

ppmv parts per million by volume (10®)

PSC polar stratospheric cloud

SAT sulfuric acid trihydrate (H,SO4 - 4 H,0)

STS supercooled ternary solution (H,SO4+/HNO3/H,0)
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