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Abstract

In this note the standard variational analysis scheme is modi�ed, through a sim-

ple transform, to avoid the inversion of the background error covariance matrix. A

close inspection of the modi�ed scheme reveals that it is possible to use a �lter to

replace the multiplication of the covariance matrix. A variational analysis scheme

using a �lter is then formulated, which does not explicitly involve the covariance

matrix. The modi�ed scheme and the �lter scheme have the advantage of avoiding

the inversion or any usage of the large matrix for analyses using gridpoint repre-

sentation. To illustrate the use of these schemes a small-sized analysis problem,

for which the best linear unbiased estimate is easily obtainable as a reference to

solutions of di�erent schemes, is considered. It is shown that both the modi�ed

scheme and the �lter scheme work well. Compared with the standard and modi�ed

schemes the storage and computational requirements of the �lter scheme could be

reduced by several orders of magnitude for realistic atmospheric applications.

�Corresponding author address: Danish Meteorological Institute, Lyngbyvej 100, DK-2100 Copen-
hagen �, Denmark. Email: xyh@dmi.dk
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1 Introduction

Objective atmospheric data analysis is widely used in observational studies, numerical
weather prediction (NWP) and for verifying new models and theories. In many anal-
ysis schemes, observations are optimally used together with a background (also called
�rstguess) �eld in a statistical sense. At most NWP centers, a particular implementation
of an Optimal Interpolation (OI) (Eliassen, 1954; Gandin, 1963) or a VARiational data
assimilation (VAR) (Lorenc, 1986) is used. In the OI and VAR formulations, the inverse
of the observation and background error covariance matrices, R and B, is required. Direct
inversions are di�cult or even impossible due to the sizes of R and B, which are of the
order 105 � 105 and 107 � 107 respectively for realistic atmospheric applications. Special
considerations are needed in each implementation.

In most OI implementations B is computed at the observation locations, often de-
noted as P. Furthermore, a data selection algorithm, e.g. the box structures in the OI
implementation at the European Centre for Medium range Weather Forecast, is needed
to reduce P and R to a manageable size.

In most VAR implementations there is no OI-type data selection. The most common
assumption on R is that the observation errors are not correlated (for most variables),
which makes R diagonal [Courtier et al. (1998)]. Using spectral representations, B is also
diagonal (Parrish and Derber, 1992; Courtier et al., 1998; Gustafsson et al., 1998). The
inversion of R and B is thus a trivial issue.

However, if an implementation of the VAR scheme using a gridpoint formulation is
desirable, the inversion of B needs to be considered. There are at least two potential
problems due to the size of B. The �rst is how to invert B. This is impossible for a realistic
atmospheric implementation. The second is how to handle the storage and computation
related to B. This is a di�cult issue in operational implementations.

In this note, we address the �rst problem by modifying the standard variational analysis
scheme so that the inversion is not needed, and then address the second problem by
formulating a new scheme which uses a �lter to replace the use of the matrix so that B
itself does not enter the analysis. This note is organized as follows. The standard, the
modi�ed and the new schemes are described in Section 2 together with comparisons to
other related schemes. An illustrative example is given in Section 3 using real surface
temperature observations. The conclusions are summarized in Section 4.
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2 Analysis methods

2.1 VAR: variational analysis

Brie
y speaking, a variational analysis can be formulated to minimize the following cost
function (Lorenc, 1986):

J(x) = Jb(x) + Jo(x) =
1

2

��
x� xb

�T
B�1

�
x� xb

�
+ (Hx� y)T R�1 (Hx� y)

�
;

where, x is the analysis vector (on model gridpoints), xb is the background vector (on
model gridpoints), y is the observation vector (on observation locations), H is the (linear)
observation operator which converts a model variable from model gridpoints to observa-
tion locations, B is the background error covariance matrix, R is the observation error
covariance matrix which includes the e�ects of both instrument and representativeness,
(:)T indicates transpose, and (:)�1 indicates inversion. The notations closely follow Ide et
al. (1997).

Starting with an initial guess �eld x0, normally x0 = xb, the �nal analysis xV AR = x1

can be obtained using a minimization algorithm. The simplest method is the so-called
steepest descent, which can be expressed as

xn+1 = xn � �r
x
J; (1)

where, the superscript denotes the iteration cycle number, � is a constant (� > 0), and
r

x
J is the gradient of the cost function J with respect to x:

rxJ = B�1
�
x� xb

�
+HTR�1 (Hx� y) : (2)

Assuming N model gridpoints and M observation locations, then x and xb are vectors of
length N , y is a vector of length M , B is a N �N matrix, and R is a M �M matrix.

2.2 VAN: Variational analysis with No inversion of B

To avoid the inversion of B, a new vector z is introduced, de�ned as

z = B�1
�
x� xb

�
(3)

and the cost function J can now be written as

J(z) = Jb(z) + Jo(z) =
1

2

�
zTBTz+

�
HBz+ �yb

�T
R�1

�
HBz+ �yb

��
;

where, �yb is the background innovation vector de�ned as

�yb = Hxb � y (4)
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which remains unchanged during the iterations. Using z as the control variable, the
minimization scheme (1) is now re-written as,

zn+1 = zn � �rzJ; (5)

where rz is the gradient of J with respect to z:

rzJ = BT
h
z+HTR�1

�
HBz+ �yb

�i
:

Starting with an initial guess �eld z0,

z0 = B�1
�
x0 � xb

�
;

the minimum of J is reached at z1 and the �nal analysis xV AN can easily be calculated
as

xV AN = xb +Bz1:

In this scheme B�1 is only needed to provide the initial guess value for the control
variable. Consequently, if we assume

z0 = 0;

we have formulated a variational analysis scheme which needs no inversion of B. This
assumption is certainly a reasonable one. It simply uses the background vector as the
initial analysis vector as done in most existing analysis schemes.

The incremental approach used in (3) is necessary. Otherwise, B�1 is needed to trans-
form the background vector xb to B�1xb in the same way as the analysis vector. Further-
more, it would be unreasonable to assume B�1x0 = 0.

The modi�ed scheme is named VAN, Variational Analysis with No inversion of B, and
is summarized as:

z0 = 0

rzJ = BT
h
z+HTR�1

�
HBz+ �yb

�i
zn+1 = zn � �r

z
J (6)

xV AN = xb +Bz1:

The transform from x to z using (3) and the rede�nition of the cost function with
respect to z were used by Lorenc (1988) to speed up the convergence of descent algorithms
such as the steepest descent and conjugate-gradient methods. In this note, VAN is used
to provide guidance to formulate a new scheme which does not explicitly involve B. VAN
is also used as a reference when the new scheme is tested.
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2.3 VAF: Variational Analysis using a Filter

In NWP applications, the matrix B (N �N � 1014) is too large to be handled by present
computers and therefore has to be calculated every time it is needed. In VAN, B is
required during each iteration loop. This makes an operational implementation of VAN
di�cult. However, a close inspection of VAN, in particular of the gradient of the cost
function rzJ , reveals that B may be parameterized by a spatial �lter.

For example, consider a two-dimensional uni-variate problem with homogeneous and
isotropic background error correlations. The following Gaussian function could be used
to calculate B (Daley, 1991):

bij = �2b exp

"
�

�
rij
L

�2#
; (7)

where, bij are the elements of B (i = 1; N ; j = 1; N), �b is the standard deviation of the
background error, rij is the distance between model gridpoints i and j, and L is a length
scale which can be determined theoretically or by observations. Multiplying a vector by
the B matrix constructed by (7) is equivalent to applying a Gaussian �lter to the vector.
Therefore the VAN scheme can be written by using a �lter to replace B. The scheme is
named VAF, Variational Analysis using a Filter, and is summarized as:

z0 = 0

rzJ = G
h
z+HTR�1

�
HGz+ �yb

�i
zn+1 = zn � �rzJ (8)

xV AF = xb +Gz1

where G is a spatial �lter which should be designed based on the a priori knowledge of
the covariance matrix B.

Re-write x(N) as x(N�; N�), where N� � N� = N , � and � are coordinates in the
west-east and south-north directions, respectively. A two-dimensional (Gaussian) �lter
is chosen for G, with the �lter coe�cients calculated by (7), and a Lanczos window is
included to reduce the truncation related Gibbs oscillations:

x� = G(x)

x� (n�; n�) =
I=2X

i=�I=2

J=2X
j=�J=2

g(i; j)x(n� + i; n� + j)

g(i; j) = w(i; j)�2 exp

"
�
(i�s�)

2 + (j�s�)
2

L2

#
(9)

w(i; j) =
sin [i�=(I=2 + 1)]

i�=(I=2 + 1)

sin [j�=(J=2 + 1)]

j�=(J=2 + 1)
;

where, x� is a �ltered matrix with its elements x�(n�; n�), g(i; j) is the (Gaussian) �lter
coe�cient, w(i; j) is the Lanczos window, I and J are the �lter orders in �- and �-direction,
�s� and �s� are grid distance in �- and �-direction.
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Note that the index pair (i; j) for g(i; j) in (9) has a di�erent meaning to ij for bij in
(7). Here (i; j) indicates one model gridpoint while ij indicates two model gridpoints, i
and j.

The motivation for using a �lter to parameterize B is to reduce the memory con-
sumption of storing B (N �N) and the computational burden caused by multiplying B
(N � N). The storage of the �lter coe�cients is (I + 1)(J + 1) and the computation
required is < (I + 1)(J + 1) � N (< is used here because �lter does not take values
outside of the analysis domain). The choice of I and J depends on the characteristics of
B. Intuitively, the following approximations should hold:

1

2
I�� �

1

2
J�� � L:

Take a typical two-dimensional analysis domain, 200 � 200 gridpoints, with the grid
distance 50 km and the error covariance scale L = 200km. The dimension of B and
also the multiplications of B required by each VAN iteration are N �N = 2� 109 (1014

for 3-dimensional multi-variate analysis). The required size of the �lter is approximately
(I + 1)(J + 1) � 102 and the �lter multiplications required by each VAF iteration is
(I+1)(J+1)�N � 4�106. [For a VAR scheme using the spectral technique, the storage
required for b�ii and the multiplications in each iteration are N = 4� 104.]

When the background error at every analysis gridpoint is considered to be correlated
to each other, N� � 1 and N� � 1 should be chosen for I=2 and J=2. In this special case,
the VAF scheme without the Lanczos window should give exactly the same solution as
the VAN scheme (this particular case is useful for checking the VAF implementation).

Lorenc (1992) also proposed an analysis scheme which uses recursive �lters to replace
B. Using our notations, his scheme may be derived as the following. Starting from (1)

xn+1 = xn � �rxJ = xn � �B�1BrxJ;

denoting,

Q = �B�1;

and using (2), the basic analysis scheme of Lorenc (1992) is obtained:

xn+1 = xn �Q
h�
xn � xb

�
+BHTR�1 (Hxn � y)

i
:

In this scheme, B�1 is only needed in Q, which in practical implementations needs simpli-
�cations as outlined by Lorenc (1992). In the remaining scheme, B only occurs in front of
the innovation vector, Hxn � y. Replacing B by a recursive �lter in the above equation,
it becomes the �lter scheme of Lorenc (1992). The major di�erence between VAF and
the Lorenc �lter scheme is the control variable. The advantage of using z as proposed
in VAN and VAF is in the calculation of the cost function gradient, which is required by
most minimization algorithms. As has been discussed already, rxJ requires the inverse
of B while rzJ does not.
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2.4 BLUE: the Best Linear Unbiased Estimation

By setting the gradient of the cost function, (2), to zero:

B�1
�
x� xb

�
+HTR�1 (Hx� y) = 0:

the Best Linear Unbiased Estimation (BLUE) can be derived:

xBLUE = xb +BHT
�
HBHT +R

�
�1 �

y �Hxb
�

(10)

where, xBLUE is the BLUE solution, which should be the �nal solution of variational
schemes and therefore can be used as a reference.

The numerical solution for BLUE depends on the accuracy of (HBHT +R)�1, which
could be problematic especially when M is large. The size of the matrix BHT is N �M .
The elements of this matrix are the background error covariance between all analysis
gridpoints and observation locations. The size of HBHT is M �M . The elements of this
matrix is the background error covariance between all observation locations. [Note that
although observation locations are involved, the two matrices are for background error
covariances.] In real NWP and atmospheric data analysis applications, B is a very large
matrix. Simpli�cations to BHT (dimension N � M) and (HBHT + R)�1 lead to the
widely used OI scheme. In most OI scheme implementations [e.g. L�onnberg and Shaw
(1987)], di�erent data selection strategies are used to reduce M and N . With the reduced
M , the multiplication by BHT is coded directly to avoid memory allocation of the large
matrix. The matrix HBHT , often named P, is calculated using the background error
covariances at the reduced (selected) observation locations (B is not involved).

2.5 PSAS: Physical-space Statistical Analysis Scheme

The Physical-space Statistical Analysis Scheme (PSAS) described by Cohn et al. (1998)
is another variational analysis scheme avoiding the inversion of B. The BLUE solution
can be re-written as:

xBLUE = xb +BHTw

w =
�
HBHT +R

�
�1 �

y �Hxb
�
:

Instead of solving w exactly, which needs to invert
�
HBHT +R

�
and has the same

di�culties in practical applications as discussed in the previous subsection, PSAS obtains
w through minimizing the following cost function:

J(w) =
1

2
wT

�
HBHT +R

�
w �wT

�
y �Hxb

�
:

The PSAS solution is given as:

xPSAS = xb +BHTw1:

where w1 is the minimization result.
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Although PSAS does not invert
�
HBHT +R

�
, this M �M matrix could still cause

signi�cant computational expenses. In the implementation of Cohn et al. (1998), simpli-
�cations are used to make the matrix sparse, which in a way mimic the OI data selection.

The major di�erence between PSAS and VAN (VAF) is where the control variable
is based. In PSAS, the minimization is performed at the observation locations. The
dimension of the control variable, w, is M (� 105). The research e�orts have been

devoted in simplifying
�
HBHT +R

�
, which is also in the observation space. In VAN,

the minimization is performed at the model gridpoints. The dimension of the control
variable, z, is N (� 107). Research e�orts are also required in simplifying B. As discussed
in previous subsections, a simple spatial �lter could be used to mimic B.

Comparing PSAS and VAN, the former has a smaller sized minimization problem while
the latter has a more regular matrix to be modeled or simpli�ed.
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3 An illustrative example

To demonstrate the VAN and VAF schemes described in Section 2, a small-sized two-
dimensional uni-variate analysis problem is considered, for which the BLUE solutions are
easily obtained as references to evaluate the new schemes. (A numerical lab, ANALAB, for
VAR, VAN, VAF, OI and PSAS schemes, written in FORTRAN-77, has been developed by
the author for education purposes at the Danish Meteorological Institute. The complete
ANALAB is available from the author. ANALAB is based on the OILAB which has
been used in undergraduate courses for many years at the Department of Meteorology,
Stockholm University.)

3.1 Observations

Real surface temperature observations are used in this illustrative example. The observa-
tions are shown in Figure 1. They are collected mainly in Denmark and Southern Sweden
at 0300 UTC 3 March 1992. Totally 38 observations are in the database (M = 38). The
observation locations are indicated by stars. The observed values in �C are printed to the
right of their locations.

OBS & FGS
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3.2
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3.1

2.6

3.6 1.2
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2.5

3.4

3.7

4.2

4.3
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3.2

2.9

4.2

3.2
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4.6

5.0
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4.2

5.7
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4.8
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4.6

4.6

3.7
4.2

6.4 5.6

4.7

Figure 1: Surface temperature observations (locations are indicated by stars and values in �C) at 0300
UTC 3 March 1992 and the background (�rstguess) temperature �eld, indicated by the contour lines,
used by all analyses discussed in this note.

3.2 Analysis grid

A regular latitude-longitude grid is chosen. The number of analysis gridpoints is 21� 21
(N = 441), which is much larger than the number of observations. The grid resolution
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is 0.3� in latitude and 0.6� in longitude. The analysis domain is also shown in Figure 1.
The center of the model domain is located at (56.5,14.0). Using this coordinate, the
grid resolution is about 37 km in the east-west direction and 33 km in the north-south
direction.

3.3 Background (�rstguess)

The background (�rstguess) temperature �eld is also shown in Figure 1. It is obtained by
the BLUE scheme using the average of all the observations as its background. In order
to have a smooth background �eld for later experiments L = 1000 km is used here (while
200 km and 100 km are used in the experiments). From the �gure, it is clear that the
large scale features of the temperature �eld are captured by the background. It is the
purpose of the analysis with a smaller error covariance scale to extract the small scale
information in the observations in a statistically optimal way.

3.4 R, B and G

In the following experiments, the observation errors are assumed non-correlated. The
matrix R is therefore a diagonal matrix with all diagonal elements equal to the square of
the observation standard deviation, �2o , and we choose �o = 1�C.

The background errors are assumed correlated and the Gaussian function, de�ned
in (7), is used to calculate the elements in B. The background standard deviation, �b,
is also chosen to be 1 �C. Using the analysis grid de�ned earlier, the error covariance
between one arbitrary gridpoint and the neighboring gridpoints is calculated using (7)
and plotted against distance in Figure 2. In the �gure, b200 and b100 are covariances
using L = 200 km and L = 100km, respectively. In the testing of the VAF code, the
40th order Gaussian �lter without the Lanczos window is used and the �lter coe�cients,
g200 40 nowin, are identical to b200 plotted in Figure 2.

From the �gure, it is clear that the covariance become less than 10% only when two
gridpoints are separated by more than 10 gridpoints when L = 200 km and by more than
5 gridpoints when L = 100 km. Using these numbers, a 20th order �lter and a 10th order
�lter are chosen in the VAF experiments.

Due to the Lanczos window, the e�ective scale of the Gaussian �lter is reduced. To
compensate this scale reduction, L = 300 km is chosen for the 20th order �lter and
L = 130 km is chosen for the 10th order �lter. The Gaussian �lter coe�cients, calculated
using (9), as functions of distance are also plotted in Figure 2, where g300 20 is for a 20th
order �lter and g130 10 is for a 10th order �lter. As can be seen from the �gure, these
two �lters closely resemble the two covariance functions.
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Figure 2: The background error covariance [b(r)] and the Gaussian �lter coe�cients [g(r)], as functions
of distance (r).

3.5 The BLUE solution

The BLUE analyses are shown in Figure 3. They are obtained by using L = 200 km and
L = 100 km, respectively. As has been discussed in section 2.4, the BLUE solution is the
�nal solution of the variational schemes assuming the inversion of the M �M matrix,
(HBHT +R)�1, to be exact. This solution is used as a reference to compare the results
in the following subsections.
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Figure 3: BLUE analyses using a) L = 200 km and b) L = 200km.
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3.6 Minimization

To solve the variational problems discussed in Section 2 an algorithm for minimizing the
cost function is needed. In this study, for illustration purposes, the steepest descent mini-
mization algorithm is used. There is no general rule for the choice of the minimization step
size, � used in (1) and (5). In the experiments described in this note, � = 0:002 is chosen,
which is approximately the largest value with which the steepest descent minimization
method converges for all the experiments.

3.7 VAN solutions

In the experiment using the VAN scheme, the parameters are set to be the same as those
used to obtain the BLUE solution with L = 200 km. The cost functions Jo, Jb and J at
each iteration (up to 100) are plotted in Figure 4. Note that a logarithmic scale is used.

0 10 20 30 40 50 60 70 80 90 100
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C
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Figure 4: The cost functions Jo, Jb and J in logarithmic scale at each iteration.

The choice of the analysis grid, observation and background error covariances leads
to Jo=Jb � 5, i.e. the di�erence between the cost functions of the analysis and observa-
tions is about 5 times larger than that between analysis and background. With di�erent
parameters this ratio can change.
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As can be seen from Figure 4, most changes in cost function occur during the �rst iter-
ation. Even 10 iterations are enough for practical use. At the end of the iterations (10000
iterations are performed although only 1000 iterations are shown), the VAN solution is
actually indistinguishable to the BLUE solution.

The VAN analyses after 1, 10, 100 and 1000 iterations are shown in Figure 5. The
VAN analysis obtained after 1 iteration is already quite di�erent to the background and
has many features of the BLUE solution. A detailed comparison with the BLUE solution
(Figure 3) reveals that the VAN analysis converges to the expected one. The VAN analyses
after 10, 100 and 1000 iterations could be considered the same using any subjective
judgment, although minor di�erences, for instance close to the northern boundary, do
exist.
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Figure 5: VAN analyses obtained after (a) 1 iteration; (b) 10 iterations; (c) 100 iterations and (d) 1000
iterations.
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3.8 VAF solutions

Using the Gaussian �lter (9) with di�erent orders, a series of experiments using the VAF
scheme are conducted. First, a 40th order �lter without the Lanczos window is used as
a check of the coding, since the VAF scheme is equivalent to the VAN scheme when the
�lter parameter (I=2+ 1)� (J=2+ 1) is equal to the number of gridpoints of the analysis
domain N��N�, which are all 21� 21. The VAF results (not shown) are identical to the
VAN results as expected.

Reducing the �lter order by a factor of 2 (I = J = 20), the solutions (Figure 6) looks
practically the same as the VAN solutions (Figure 5). The solutions after 10 iterations
are actually very close to the BLUE solution using L = 200 km (Figure 3).

VAF20

a. iter=1
2.5

3.0

3.5

4.0

4.5

5.0

5.5

3.2

3.2

3.1

2.6

3.6 1.2
2.2

2.3

-0.2

2.6

2.5

3.4

3.7

4.2

4.3

4.5

3.5

3.7

3.2

2.9

4.2

3.2

4.0
4.6

5.0

4.4

4.2

5.7

6.5

4.8

5.0
4.6

4.6

3.7
4.2

6.4 5.6

4.7

VAF20

b. iter=10

2.5

3.0

3.5

4.04.55.0

5.5

3.2

3.2

3.1

2.6

3.6 1.2
2.2

2.3

-0.2

2.6

2.5

3.4

3.7

4.2

4.3

4.5

3.5

3.7

3.2

2.9

4.2

3.2

4.0
4.6

5.0

4.4

4.2

5.7

6.5

4.8

5.0
4.6

4.6

3.7
4.2

6.4 5.6

4.7

VAF20

c. iter=100

2.5

3.0

3.5

4.04.55.0

5.5

3.2

3.2

3.1

2.6

3.6 1.2
2.2

2.3

-0.2

2.6

2.5

3.4

3.7

4.2

4.3

4.5

3.5

3.7

3.2

2.9

4.2

3.2

4.0
4.6

5.0

4.4

4.2

5.7

6.5

4.8

5.0
4.6

4.6

3.7
4.2

6.4 5.6

4.7

VAF20

d. iter=1000

2.5

3.0

3.5

4.04.5

5.0

5.5

3.2

3.2

3.1

2.6

3.6 1.2
2.2

2.3

-0.2

2.6

2.5

3.4

3.7

4.2

4.3

4.5

3.5

3.7

3.2

2.9

4.2

3.2

4.0
4.6

5.0

4.4

4.2

5.7

6.5

4.8

5.0
4.6

4.6

3.7
4.2

6.4 5.6

4.7

Figure 6: VAF analyses using a 20th order Gaussian �lter after (1) 1 iteration; (b) 10 iterations; (c)
100 iterations and (d) 1000 iterations.
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A further halving of the �lter order (I = J = 10) leads to a VAF solution with a
smaller spatial scale (Figure 7). As expected from the characteristics of the �lter, the
solutions converge to the BLUE solution using L = 100 km.
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Figure 7: VAF analyses using a 10th order Gaussian �lter after (a) 1 iteration; (b) 10 iterations; (c)
100 iterations and (d) 1000 iterations.
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4 Conclusions

In this note, we have developed two schemes for variational data analysis. The �rst one,
named VAN - Variational Analysis with No inversion of the background error covariance
matrix - is a modi�ed scheme of the standard variational analysis, VAR, as formulated
by Lorenc (1986). The second one, named VAF - Variational Analysis using a Filter - is
a new scheme based on the VAN scheme.

In the VAN scheme, a simple transform is used to avoid the inversion of the background
error covariance matrix, which could be impossible for a realistic implementation of the
VAR scheme using gridpoint representations. The remaining storage and computation
di�culties in VAN is mainly due to the presence of the matrix itself. Although a full-
sized implementation of the VAN scheme is still di�cult, the VAN scheme is considered
as a step forward from VAR. The problems related to the inversion of a very large and
often ill-conditioned matrix are completely avoided.

In the VAF scheme, a spatial �lter is used to replace the multiplications of the back-
ground error covariance matrix necessary in the VAN scheme. This replacement is based
on the characteristics of the covariance matrix, which in many practical applications are
assumed to have an analytical form. Using a truncated �lter the spatial scale of the anal-
ysis is changed slightly. However, a re-de�nition of the length scale in the �lter could be
used to adjust the e�ective scale of the analysis. The storage and computation required by
the VAF scheme could be orders of magnitude smaller than the VAR and VAN schemes.
A full-sized implementation of the VAF scheme is possible.

To illustrate how these schemes work, a small-sized two-dimensional uni-variate anal-
ysis problem is taken with real surface temperature observations. Using the best linear
unbiased estimate as the reference, it is shown that both VAN and VAF work satisfactorily.

For more realistic implementations, a full-sized three-dimensional multi-variant prob-
lem should be considered. A more sophisticated minimization algorithm may be necessary
in such a situation. A non-uniform grid version of VAF needs to be derived as shown by
Lorenc (1992). In order to make e�cient use of asynoptic data and to obtain a coher-
ent 4-dimensional analysis, a time dependence and a numerical weather prediction model
should also be included by the VAN and VAF schemes. These will be research subjects
in the future.
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