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Abstract
This report is based on my PhD thesis: Integrated modeling of aerosol indirect effects. Some
modifications have been made mainly in the model description section in order to bring the report up
to date with respect to recent model developments. The atmosphere is heavily polluted with
accumulation mode aerosols which affect cloud formation and precipitation development.
Consequently, continental clouds generally include two orders of magnitude more cloud droplets
than marine clouds. An increased number of small droplets, in warm clouds, leads to an increase in
cloud reflectance and affects cloud lifetime. Complex cloud and aerosol -microphysical and cloud
dynamical feedbacks shape the response to an increased number of smaller cloud droplets and may
feed back on the aerosol and trace gas distributions of the atmosphere on short time scales. The
importance of such feedbacks is unknown and in this study an online coupled chemical weather
model is developed, tested and employed in a case study, investigating the importance of such
feedbacks on trace gas distributions. Enviro-HIRLAM is developed as an extension of the
short-range weather forecast model HIRLAM and includes emission, advection, turbulent diffusion,
convection and deposition of trace gases and aerosols as well as gas-phase chemistry, aerosol
dynamics, gas-aerosol equilibration and aerosol activation. The activated aerosols are coupled to the
cloud scheme leading to reflectance enhancement and suppression of precipitation in warm
convective and stratiform clouds. In a particular case study considering convective summertime
conditions it was shown that the aerosol mass concentration was satisfactory predicted and
two-meter temperature predictions improved slightly when including the aerosol effects. The
distribution of NO2 near the surface was affected by the feedbacks over the 24 hour period. The
feedbacks induced changes in cloud cover, temperature and in local circulations by inducing
convective activity which lead to a dynamical redistribution of the species rather than to changes in
chemical reactions. The suppression of rain was of greater importance than reflectance enhancement
and nonlinear effects acted to damp the influence of the feedbacks. Hence, in this case study the
feedbacks were of great importance in determining the trace gas distributions.
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Introduction
Parts of this chapter has been published as [12].

The atmosphere is a thin layer of gases and aerosols1 enclosing the Earth. The gaseous component
consists mainly of molecular nitrogen and oxygen but a range of trace gases such as water vapor,
carbon dioxide, nitrogen oxides, ozone and methane are also present. The trace gases are of
importance because they are radiatively and chemically active, they participate in gas-to-particle
conversion processes and some are poisonous to humans and ecosystems. The distribution of trace
gases is being modified by anthropogenic emissions mainly from fossil fuel combustion,
transportation and industrial processes. Incomplete combustion generates nitrogen oxides and
carbon monoxide as well as carbon dioxide and subsequent chemical reactions in the troposphere
produce ozone. These processes also emit sulfur dioxide and aerosols.

The emission of aerosols is divided into primary and secondary as well as natural and anthropogenic
components. Primary aerosols are emitted in particulate or liquid form while secondary emissions
are the result of gas-to-particle conversion. In practice these distinctions are somewhat blurred, since
aerosols contain complex mixtures of all components (depending of the history of the air mass
containing the aerosols) and because low volatility organic gases may condense onto the aerosols in
the vicinity of the source.

The size range of the aerosols extent from nanometer sized secondarily produced molecular clusters
to primary particles of tens of micrometers. The main components include carbonaceous
compounds, sulfates (SO2−

4 ), nitrates (NO−
3 ) and ammonium (NH+

4 ). Carbonaceous compounds
include organic matter and black carbon. These aerosols are mainly the by-product of incomplete
combustion processes, e.g. in relation to the combustion of biomass or fossil fuel, but a substantial
amount originates in secondary processes from biogenic and anthropogenic gaseous precursors.
Sulfate is formed during gas-to-particle conversion processes involving precursor gases such as
carbonyl sulfide, dimethyl sulfide (DMS), sulfur dioxide and hydrogen dioxide. The gases are
oxidized in the presence of radicals such as hydroxyl or nitrogen, resulting in sulfate which forms
particles with water and ammonium (e.g. sulfuric acid or ammonium sulfate). Another important
oxidation pathway for sulfate is in cloud water, where sulfur dioxide is oxidized by hydrogen
peroxide and ozone [205]. DMS is emitted in large quantities over oceanic regions, while sulfur
dioxide is a combustion product mainly emitted through volcanic activity and fossil fuel burning
(mainly coal). The relative abundance of sulfate and ammonium controls the secondary formation of
nitrate. Ammonia acts to neutralize sulfuric acid and if an excess of ammonia is present, gaseous
nitric acid and ammonia can condense and dissociate to nitrate. Ammonia is mainly emitted from
animal waste, emission from soil (ammonification) and industrial processes.

The primary sources for the year 2000 was compiled by [173] and showed that wind-driven mineral
dust emissions from arid regions (1000− 3000 Tg yr−1) account for the largest primary contribution.
Wind driven emissions of sea salt, through evaporation of sea spray and the tearing of droplets from
cloud tops (20 − 106 Tg yr−1), and carbonaceous aerosols (106 − 347 Tg yr−1) are also of
importance. The secondary emissions are dominated by sulfate which is mainly anthropogenic in
origin (140 Tg yr−1 anthropogenically produced and 102 Tg yr−1 naturally produced [199]).
Secondary nitrate is also dominated by the anthropogenic fraction (36 Tg yr−1 of anthropogenically
produced and 22 Tg yr−1 naturally produced [199]) while organic matter is dominated by the natural

1The term aerosol is here used to describe either solid or liquid particles suspended in the atmosphere.
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component (10 Tg yr−1 anthropogenically produced and 55 Tg yr−1 naturally produced [199]). On a
global scale the antropogenic fraction is about 10%.

Despite their low contribution to the atmospheric mass, the aerosols play a fundamental role in
shaping weather through their microphysical impact on cloud and precipitation development.
Hydrophilic aerosols aid droplet growth through condensation by lowering the supersaturation
necessary for droplet activation2. Hence, the aerosols are a necessary component for cloud
development. Without the presence of aerosols, clouds would only form in the presence of
supersaturations in excess of 10% and, hence, be very scarce. Considering continental aerosol in the
size range relevant to CCN (cloud condensation nuclei) activation (accumulation mode aerosols
about 0.1 µm in diameter), it is found that the anthropogenic fraction of the aerosol is about 50%
[199]. Hence, continental clouds are generally polluted and given the importance of aerosols in the
development of clouds their effect should be addressed.

Atmospheric anthropogenic aerosols are mainly emitted in mega-city3 hot-spots. The world
population tend to cluster in urban areas and as a consequence the number and population of
mega-cities are growing; in 2007 for the first time the world urban population exceeded its rural
population [227]. The emission of anthropogenic aerosols has increased correspondingly. Until
recently anthropogenic aerosol emissions were considered a local problem without any regional or
global effect on weather or climate. However, a decade ago it was demonstrated that sub-micron
aerosols may be transported across oceans and continents, by the wind, in about a week [90]. Since
the average residence time of sub-micron sulfate aerosols is about 12 days [21], the aerosol pollutant
distributions are global in nature. It is now accepted that they are of importance in the climatic
radiative balance [63] and in the most recent assessment report by the Intergovemental Panel on
Climate Change aerosol-cloud interactions are categorized as the largest uncertainty in current
climate models [63] . However, it still remains to be shown that the anthropogenic aerosols are also
of importance on shorter time-scales (in the order of days), i.e. for the regional and local weather.
What is suggested here is that the global nature of the anthropogenic aerosol fields also render them
important to weather and therefore to the prediction of air pollution on global, regional as well as
local scales.

There are numerous physical pathways through which aerosol-meteorology interactions may feed
back4 on the aerosol and trace gas distribution and properties. As clouds form in polluted air masses
the hygroscopic aerosols will compete for the available water vapor, leading to the formation of
more numerous but smaller cloud droplets for the same liquid water content. Since cloud radiative
properties are mainly dependent on bulk cloud properties, such as the effective radius5 of the
droplets, the effect of this is that the cloud becomes brighter than it would otherwise have been and
thereby it reflects more incoming shortwave radiation during day; this effect is denoted the first
indirect effect [225]. The decrease in effective radius also affects the precipitation efficiency,
denoted the second indirect effect [2], and thereby cloud lifetime (these effects will be discussed in
detail in chapter 5). The time scales of these effects are the same as that of the clouds, which is in the
order of minutes to hours [215]. Redistribution of radiation, cloud cover and precipitation, may lead
to changes in local and regional circulations and temperature and the importance for local to regional
weather seems eminent. Dynamical redistributions of aerosols due to indirect effects, changes in

2The term activation is used to describe unstable droplet growth via condensation.
3Here the term mega-city is used to describe an urban agglomeration containing at least five million inhabitants.
4The term feedback is here used to describe an interaction mechanism between anthropogenic aerosols and meteorol-

ogy, when a change in an initial aerosol processes affects meteorology, which in turn affects the aerosol process. If the
initial process intensifies the feedbacks is positive and if it is reduced the feedback is negative.

5Defined as the total droplet volume to total droplet surface area ratio
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chemical reaction rates due to temperature changes, and changes in photolysis rates due to variations
in cloud cover are pathways through which the distribution of anthropogenic aerosol and chemical
species may be affected. On a global scale about 45% of the sulfate is generated in heterogeneous
chemical reactions and subsequent evaporation of cloud droplets [247]. Hence, the feedbacks
mediated through the aerosol indirect effects also have the potential to modify aerosol composition
on local through global scales.

Other types of aerosol-meteorology interactions, which may mediate feedbacks of importance to air
pollution, also exist. Anthropogenic aerosols may directly absorb, scatter and re-emit both short and
longwave radiation and thereby act as thin cloud covers, changing temperature profiles, relative
humidity and surface temperature. A series of feedbacks related to the direct aerosol effect,
including the daytime stability effect, the smudge-pot effect and the self-feedback effect have
previously been identified [101]. Trace gases with large anthropogenic components such as ozone,
nitrogen oxides and methane may also absorb incoming shortwave radiation and thereby modify
heating rates, photolysis rates, etc. Hence, there are many processes through which air pollutants
may affect meteorology and thereby feed back on themselves. The influence of these feedbacks are,
however, quite unknown on short time-scales and it is the premise of this study that these processes
shall be studied on their natural time-scales in order to establish their importance. The basic
hypothesis underlining this work is as follows:

The aerosol indirect effects may give rise to important feedback processes that affect the distribution
of air pollutants on short time-scales.

Models which have the ability to include feedbacks are the so-called online coupled models6. The
first online coupled air pollution model was made in the Novosibirsk Scientific School during the
1980’s [8]. During the 1990 the GATOR/MMTD model was developed in the USA [96, 97] and it
still remains the most advanced online coupled model, at least with respect to the complexity of the
coupling [253]. Since then, several models have been developed in Europe and the USA. The
non-European models have recently been reviewed by [253]. Here a review over the models used or
developed in Europe is given, excluding the so-called online access models7.

Overview of European online coupled short-range mesoscale models

The development of traditional air pollution models, the so-called offline8 coupled chemical
transport models (CTM’s), has proceeded separately from the development of NWP models. This is
both due to historical reasons (before 1900, air pollution was not recognized as a science but was
considered a purely regulatory issue) and because the resolution of NWP models only recently have
reached the mesoscale, which is an appropriate scale for air pollution modeling. Due to a general
increase in computational performance and NWP resolution, it has become feasible to couple NWP
and air pollution models and start examining the effects of feedbacks. Figure 3.1 displays this view

6The usage of the term online coupled has been somewhat ambiguous in the literature. Here it is used to describe a
system where all components are integrated in one model, so that the meteorological and chemical continuity equations
are solved simultaneously at each time step on the same grid. Such models may include two-way interactions between
chemical and meteorological fields; this issue is discussed more fully in chapter 2.

7In an online access model the continuity equation for the meteorological and chemical fields are solved separately in
two different models, but chemical and meteorological fields are exchanged at each time step of the meteorological model.
This includes models which are coupled via a coupler and it is possible to include feedbacks; this issue is discussed more
fully in chapter 2.

8The term offline coupling is here used to describe a CTM which is executed separately from its meteorological driver,
which provides meteorological input, e.g. every hour. Feedbacks are not possible to include; a more complete definition
is given in chapter 2.
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Figure 3.1: Schematic timelines showing the development of NWP and air pollution models along with the
evolution of comp uter speed (the grey shaded area displays Moore’s law which states that the transistor count
per CPU doubles every second year. The transistor cound is a measure of computer speed). In 1950 the first
NWP model was executed on a computer (the ENIAC computer) and during the 1950’s the first air pollution
box model was imlemented. Between the 1950’s and 1970’s three-dimensional air pollution models were
developed, as computer speed increased, and in 1980 the first online models appeared. The first fully coupled
urban through global online model (GATOR/MMTD) was developed in 1990 and several chemical weather
models predicting both the chemical and meteorological weather have been developed since. Before 1990, air
pollution and NWP models were developed separately but with the advent of chemical weather models,
synergy between the two communities led to enhanced model development capabilities.

schematically. As the computational capabilities increased, chemistry and aerosols were
implemented in an online fashion in NWP models and, as resolution increased, the models
converged. In the end a common modeling system for NWP, air pollution and chemistry, for both
short and long-term simulations (climate), containing the important feedbacks was conceived. Such
chemical weather9 models are able to forecast short-term variability of the order of minutes in the
pollutant fields and predict weather at the same time. In fact the first global through urban fully
coupled online chemical weather models (including all feedbacks between anthropogenic
aerosols/gases and meteorology which may be of importance) have already been developed
[95, 96, 97, 76].

It is appropriate to divide online coupled models according to their scale. A range of global online
coupled models with various degrees of coupling between chemistry and meteorology (e.g.
[99, 154, 141, 107, 211, 94, 135, 108]) exist; however, only the European online coupled short-range
mesoscale models which include gas-phase chemistry are considered (table 3.1). Examples of
non-European mesoscale online coupled models are [96, 46, 73, 76, 55]. Online coupled models
which only include transport and dispersion (e.g. [159, 202, 33, 85], are not considered here since
they are not of relevance to the issue of feedbacks. Only five models fit these criteria but there are
other models under development and several institutes employ freely available community models
such as WRF-CHEM. Of the seven models listed in table 3.1, two have not been developed in
Europe. WRF-CHEM is a community model, which is mainly being developed in the USA and
GEM-AQ was developed in Canada. WRF-CHEM and GEM-AQ are included in this review because
they are used by European institutions for research or operational activities. Comparing with the
reviews of offline air pollution models by [91] and [11] it becomes clear that the majority of air
pollution models in Europe are offline coupled. As described above this is due to both historical and
technical issues and in general it is assumed that online coupled models require too much
computational capability to be applicable. However, the main bottleneck with respect to computer
resources, in both offline CTM’s and online coupled models, is the chemistry calculations. Since
these are performed in both types of models and since meteorology is also needed in both types of

9The term chemical weather is here used to describe local-to-global trace gas and aerosol distributions with variability
ranging from minutes to days.
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Table 3.1: Online coupled models in Europe (except for
GEM-AQ and WRF-CHEM) along with the main developer or
user.

Model name Institute, country

BOLCHEMa CNR ISAC, Italy (www.isac.cnr.it/bolchem)b

GEM-AQ York Warsaw Univ. Tech., Poland

[111]

MCCM Inst. Env. Atm. Res., FZ Karlsruhe, Germany

[72]

MC2-AQ Warsaw Univ. Tech., Poland;

Multi-Scale Air Quality Network

York Univ., Toronto, Canada;

Environment Canada, Canada

[246]

Meso-NH CNRM, Toulouse, France;

UPS, Toulouse, France

(http://mesonh.aero.obs-mip.fr/mesonh)

TAPM CSIRO, atmospheric reaearch, Australia

(www.cmar.csiro.au/research/tapm)

WRF-CHEM Community model development

aAbbreviations: BOLCHEM (BOlogna Limited are model for
meteorology and CHEMistry), GEM-AQ (Global Environmental
Multiscale-Air Quality model), MCCM (Mesoscale Climate Chem-
istry Model), MC2-AQ (Mesoscale Compressible community-Air
quality), Meso-NH (Mesoscale Non-Hydrostatic atmospheric model),
TAPM (The Air Pollution Model), WRF-CHEM (Weather Research
and Forecast model coupled with Chemistry).

bReferences are given for detailed descriptions of each model.

models, it is expected that online coupled models are faster in terms of cpu-time but require more
memory during simulations. In essence, in online coupled models one saves the preprocessing of the
meteorological input to the CTM’s.

The choice of numerical schemes for transport and dispersion reflects that the models were derived
from mesoscale weather forecast models. All the models calculate transport and dispersion of
chemical and aerosol species online, hence, the advective and diffusive part of the species continuity
equation are solved using the same numerical solution schemes and on the same grid as for
meteorological quantities. This have the advantage that inconsistencies between species and
meteorological fields are eliminated. There are, however, differences between the numerical solution
schemes used by the models and NWP models do usually not employ mass conservative schemes for
advection. Loss of mass conservation is expected to be of importance in gas-phase chemistry where
reactions are sensitive to small variations in mixing ratios (this issue is discussed more fully in
chapter 2). Table 3.2 compares the relevant meteorological properties with respect to species
transport and dispersion. Several of these employ semi-Lagrangian advection schemes, which are
known not to conserve species mass. Vertical diffusion is of great importance to the overall transport
properties of the models [36]. They typically employ TKE closure schemes in the calculation of the
vertical diffusion coefficient and the species are diffused as passive scalars using the dry deposition
flux as a lower boundary condition or as a loss term in the chemistry equations. Subgrid scale moist
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Table 3.2: Numerical schemes used for transport and dispersion of
species in European mesoscale short-range online coupled models.
Details about the implementation of each scheme may be found in the
references listed in table 3.1.

Model Advection Vertical diffusion Convection

BOLCHEM WAFa TKE Kain-Fritsch

GEM-AQ SL TKE Tiedtke

MCCM SS TKE Kain-Fritsch

MC2-AQ SL TKE NONE

Meso-NH PPM TKE Kain-Fritsch

TAPM SL GDA NONE

WRF-CHEM UW YSU/MYJ Kain-Fritsch/Grell

aAbbreviations: TKE (vertical diffusion schemes applying turbulent kinetic
energy closure [151]), GDA (gradient diffusion approach for vertical diffusion
[136]), YSU (the Yonsei University convection scheme [166]), MYJ (the Mellor-
Yamada-Janjic convection scheme [152]), SL (semi-Lagrangian [189, 190]), UW
(advection schemes using a third or higher order upwind scheme), SS (the advec-
tion scheme by [207]), WAF (Weighted Average Flux advection scheme [222]),
PPM (the Piecewise Parabolic advection scheme [44]), Kain-Fritsch (Kain-Fritsch
type scheme for moist convection [110]), Tiedtke (Tiedtke mass flux scheme for
moist convection [221]), Grell (Grell moist convection scheme [74]) and KUO
(Kuo-type convection scheme [125].

convection of the species, on the other hand, is not considered equally important and is not included
in all models. In cases with large convective instability and for the interaction between aerosols and
clouds, it is expected that moist convective redistribution of aerosol number and mass concentration
is of importance. The Kain-Fritsch scheme is used by most models. All the models, except for
BOLCHEM and GEM-AQ, are non-hydrostatic, reflecting the complex simulation domains which
are often needed over Europe.
Chemical and aerosol schemes used in the models are displayed in table 3.3. There is great variety in
the chemical schemes employed, reflecting the large number of mechanisms available. Most of the
models are used for air quality purposes focusing on ozone. Hence, volatile organic compounds as
well as nitrogen oxides must be well represented in the models for mesoscale usage. The complexity
of the schemes is related to the number of reactions and number of advected species included. The
complexity of the chemical mechanism is of great importance in online coupled models due to the
cpu-time and memory requirements of the chemical mechanisms. For this reason it is important to
have several mechanisms to choose from, so that an appropriate and cost-effective mechanism may
be chosen for the problem at hand. Therefore, most of the models have a series of schemes which
may be used. WRF-CHEM is the model which includes the widest range of mechanisms for
gas-phase chemistry, reflecting the community aspect of that model. In this respect the most
simplified model is TAPM. Photolysis reactions are of major importance to atmospheric chemistry.
In polluted areas the oxidation capacity is largely controlled by the photolysis of the major species
such as NOx’s and O3 which produce radicals such as HO−, NO or O(3P). Photolysis rate constants
are strongly dependent on actinic fluxes which in turn depend on cloud fraction and absorption and
scattering by aerosol layers and gases as well as a range of meteorological parameters. Since the
temporal and spatial variability of the actinic flux is large, most online coupled models include
online calculation of the photolysis rates. Here the shortwave absorption by gases is often accounted
for by using radiative transfer calculations and models such as [127]. Notice that online calculation

www.dmi.dk/dmi/sr09-01 page 12 of 124



Danish Meteorological Institute
Scientific Report 09-01

Table 3.3: Chemistry, aerosol and deposition schemes for the European mesoscale
short-range online coupled models.

Model Chemistry Aerosol Deposition (dry/wet)

BOLCHEM SAPRC90/CB-IVa Pseudomodal Resist./Cnst.

GEM-AQ ADOM-II Sectional Resist./Prec.

MCCM RADM/RACM Modal Resist./

RACM-MIM

MC2-AQ ADOM-II None Resist./Cnst.

Meso-NH RACM/ReLACS Modal Resist./IC.

TAPM GRS Passive Resist./Prec.

WRF-CHEM RADM2/RACM Modal Resist./IC., Prec.

RACM-MIM/CBMZ/CB-V Sectional

aAbbreviations: SAPRC90 (the Statewide Air Pollution Research Center mechanism [34]),
CB-IV (the Carbon Bond-IV mechanism [68]), CB-V (the Carbon Bond-V mechanism), RACM
(the Regional Atmospheric Chemistry Mechanism [213]), RACM-MIM (RACM updated with the
MIM Isoprene mechanism [65]) RADM (the Regional Acid Deposition Model [212]), CBMZ
(the Carbon Bond Mechanism version Z [249]), ADOM-II (Acid Deposition and Oxidants Model
II [138, 6]), GRS (Generic Reaction Set [229]), ReLACS (the Regional Lumped Atmospheric
Chemical Scheme [47]), Resist. (Resistance formulation [236]), Cnst. (Parameterization based
on constant scavenging coefficients), Prec. (Parameterization based on precipitation rates), IC. (In
Cloud processesing of aerosols and gases).

of photolysis does not necessarily include feedbacks to meteorology, i.e. atmospheric heating rates
or shortwave fluxes at the surface are not necessarily modified in the models. For the implementation
in TAPM, the chemistry mode (which is the most advanced mode with respect to gas-phase
chemistry) requires the use of at least 13 chemical species (10 reactions). Photolysis is based on a
parameterization using solar zenith angle and temperature. The GEM-AQ and MC2-AQ models both
employ ADOM-II which requires 47 species (98 chemical reactions and 16 photolysis reactions) in
MC2-AQ and 50 chemical species (116 chemical reactions and 19 photolysis reactions) in GEM-AQ.
In MC2-AQ photolysis rates are based on look-up tables, dependent on solar zenith angle, height and
surface albedo, and with a cloud cover correction, while in GEM-AQ photolysis rates are calculated
online every chemical time step using the method by [127]. The ReLACS scheme in Meso-NH uses
37 species (128 chemical reactions) and photolysis is calculated online. RADM2 is employed in both
MCCM and WRF-CHEM and uses 63 species (136 chemical reactions and 21 photolysis reactions).
In MCCM and WRF–CHEM photolysis is calculated online [140]. RACM which is used in
WRF-CHEM and MCCM requires 77 species (214 chemical reactions and 23 photolysis reactions),
RACM-MIM is used in WRF-CHEM and uses 84 species (221 chemical reactions and 23 photolysis
reactions). CB-IV in BOLCHEM uses 30 species (85 chemical reactions) while SAPRC90 uses 35
species (131 chemical reactions). Photolysis is based on look-up tables in BOLCHEM.
The models also differ with respect to aerosol dynamics, composition and mixing state, depending
on the specifics of the aerosol schemes. Mixing state is of great importance to the simulation of
direct and indirect aerosol effects but only one model treats the transition from external to internal
mixtures, and the remainder use either completely external or completely internal mixtures. The M7
aerosol model [230], used by BOLCHEM, contains descriptions of homogeneous nucleation,
coagulation, thermodynamic equilibrium in aerosol-water vapor partitioning and aerosol ageing
(condensation of sulfate on pre-existing aerosols). Hence, aerosols may transfer from externally
mixed insoluble particles to internally mixed soluble particles. The following species are considered:
SO2−

4 , BC (Black Carbon), OC (Organic Carbon), sea salt (ss) and dust in seven log-normal modes
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represented by nucleation mode (median radius < 0.005 µm), Aitken mode (0.005 µm < median
radius < 0.05 µm ) for soluble species and Aitken mode for insoluble species, accumulation mode
(0.05 µm < median radius < 0.5 µm) for soluble species and accumulation mode for insoluble
species and coarse mode (0.5 µm < median radius) for soluble species and coarse mode for
insoluble species.

In MCCM the aerosols are considered external mixtures of NH+
4 , SO2−

4 , NO−
3 and secondary organic

nitrate. MADE/SORGAM [201] is used to simulate homogeneous nucleation, coagulation and
condensation of chemical species and water vapor using three log-normal modes. GEM-AQ contains
representations of PM1010, PM2.5, PM1, PM0.1, PPM1011 and the aerosols consists of ss, SO2−

4 ,
BC, organic matter and dust. Following [70] aerosol mass is distributed into 12 logarithmically
spaced size bins ranging from 0.005 µm to 10.24 µm (the number of bins may be regulated) and
homogeneous nucleation, coagulation and condensation is accounted for. The MESO-NH model
represents PM10, PM2.5, PM1, PM0.1, PPM10 and the aerosols are composed of SO2−

4 , NO−
3 , NH+

4 ,
dust, ss and a range of secondary organic components including nitrate. Dust and ss are considered
passive. The modal aerosol model ORILAM [223] considers homogeneous nucleation, coagulation
and condensation using two log-normal modes. The TAPM model considers PM10 and PM2.5 as
passive tracers, i.e. only transport and dispersion are considered.

WRF-CHEM considers a wider range of aerosol schemes with options for both sectional and modal
approaches. There are, currently, three aerosol schemes available: MADE/SORGAM, MOSAIC
[250] and MADRID [252]. MOSAIC and MADRID are sectional models typically executed with
eight size bins (can be used with any number of bins). All schemes consider internal mixtures of
NH+

4 , SO2−
4 , NO−

3 , BC, OC and H2O, while MOSAIC and MADRID also includes ss and CO2−
3 . In

addition MOSAIC includes DMS chemistry. MADE/SORGAM is used with three log-normal
modes and the standard deviation of the aerosol size distribution is assumed to be constant for the
Aitken and accumulation modes. This assumption saves cpu-time because fewer moments of the
distributions need to be advected and aerosol dynamics are simplified, but it may also induce errors
in the aerosol number and mass concentrations [251].

Wet deposition is an important mechanism for removal of species from the air, and it can have great
influence on species concentration fields. All models contain a representation of wet deposition,
ranging from simple parameterizations with constant scavenging coefficients (BOLCHEM,
MC2-AQ) to more advanced schemes based on precipitation rates and the type of precipitation
(GEM-AQ, TAPM). WRF-CHEM is the most complex model regarding wet deposition. Wet aerosol
may activate and contribute to the cloud droplet number concentration and cloud liquid water
content in moist convective up-draughts. In-cloud removal of aerosols then follow the
auto-conversion processes and collection/accretion by rain, snow or graupel. Evaporation of cloud
and rain water is also included. For below-cloud scavenging, a scavenging coefficient based on
precipitation rates is calculated. Meso-NH only considers wet deposition in connection with deep
moist convection for selected species. The scavenging rate depends on aqueous phase reaction rates
and solubility. The TAPM model considers wet deposition for particles, SO2 and H2O2. Dry
deposition of gases and aerosols is based on a resistance approach for all models, reflecting the lack
of measurements and parameterizations in this area.
Online coupled models can, in theory, enable the full range of feedbacks but in practice only few
models include any. GEMS-AQ includes ozone-radiation interactions and the effect on atmospheric
heating rates. The only fully coupled model currently in use in Europe is WRF-CHEM. It includes a
multitude of feedbacks including direct aerosol effects, indirect aerosol effects and gas-radiation

10PM10 refers to particulate matter (PM) with a diameter less than or equal 10 µm
11PPM refers to primarily emitted PM
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Table 3.4: Description of feedbacks in European online coupled
models.

Model name Direct AEa Indirect AE Gas-Radiation

BOLCHEM - - -

GEM-AQ - - +

MCCM - - -

MC2-AQ - - -

Meso-NH - - -

TAPM - - -

WRF-CHEM + + +

aAbbreviations: AE (Aerosol Effect), Gas-radiation (gas scattering, absorp-
tion and reflection modifying atmsospheric heating rates).

interactions (see table 3.4). Regarding the direct effect, aerosol single scattering albedo, asymmetry
factor and extinction are computed as a function of wavelength and position [55]. Each chemical
component is associated with a complex index of refraction and the total index is found by volume
averaging. Mie theory and summation over all size bins are then used to find the optical properties.
Following [55], a radiative transfer model is used to calculate the shortwave attenuation by the
aerosol layer. Regarding the indirect aerosol effects, activation of wet aerosol into CCN is calculated
based on Köhler-theory. Condensation of water vapor is parameterized as a function of dry-radius,
relative humidity and the hygroscopicity of each component. The activated fraction is a function of
supersaturation which in turn is dependent on up-draught velocity, hygroscopicity, aerosol radii and
number concentration. As aerosols are caught in convective up-draughts, the CCN evolve into liquid
and ice cloud droplets. Parameterizations for convective and stratiform precipitation account for
evaporation and sublimation of the droplets. One drawback of this method is that non-equilibrium
effects are not accounted for in the activation process, i.e. in Köhler-theory the supersaturation is
assumed to be in equilibrium with the relative humidity, thereby excluding possibly important
kinetic effects [163].

Online coupled models may be used to investigate the effects of feedbacks. Nevertheless, results are
usually confined to climatic time scales using regional or global online coupled models
[100, 102, 103, 69] whereas results for the short-range are largely missing. Examples of results for
the short-range include the following investigations.

Using an online access model [232] considered the direct interaction between mineral dust and
radiation in a case with high wind speed and low temperature over the Sahara. They found strong
modifications of the shortwave radiation budget which was reduced by up to a factor of two over
western Africa. This in turn led to changes in dynamics and cloud formation. Using the same model,
and including the effects of aerosol ageing, [232] also considered the direct radiative effect of
anthropogenic aerosol over a period of a week. In spite of quite low aerosol concentrations, the
modification of the shortwave radiation balance resulted in strong modifications of the cloud pattern.

WRF-CHEM was used to simulate a five-day summer episode during the Texas Air Quality Study
[253]. Using a 12 km horizontal grid-spacing and 57 layers from the surface to the tropopause
without any aerosol-cloud interactions, meteorology, PM2.5 and chemical species were predicted
with and without direct aerosol-radiation interactions. Comparison with PM2.5 measurements
revealed some degree of over-prediction which was ascribed to an over estimation of the emissions
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of BC and organic substances. Changes in temperature and humidity were largest in the late
afternoon. Temperature was reduced up to 0.18◦C at the surface and 0.16◦C further up in the
boundary layer, while water vapor mixing ratio was increased 3.2% near the surface and was
decreased 3% further up. Large PM2.5 concentrations in the boundary layer caused a reduction in
the downward radiation, thereby decreasing temperature and increasing humidity near the surface.
Absorption of incoming radiation by aerosols and gases was used to explain the opposite sign of the
humidity change in the upper boundary layer.
Examples of studies considering the aerosol indirect effects are given in chapter 5. From the above it
is clear that WRF-CHEM is the most advanced online coupled short-range mesoscale model in use
in Europe, both with respect to the number of schemes available but also the complexity of the
chemical and aerosol schemes as well as the coupling between gases, aerosols and meteorology.

Main objectives of this study

As can be seen from table 3.4, no short-range online coupled mesoscale model, developed in Europe,
currently contain representations of aerosol indirect effects. The primary objective of this work has
been to develop an online coupled model for the mesoscale that includes representations of the first
and second aerosol indirect effects. The secondary objective has been to employ the model in the
study of the importance of the aerosol indirect effects in modeling the distribution of pollutants on
short time scales. The strategy to achieve this has been to modify the HIRLAM (High Resolution
Limited Area) model which is used for operational weather forecasting at the Danish Meteorological
Institute (DMI) to include emissions, advection and dispersion of pollutant aerosols and gases,
gas-phase chemistry, gas-aerosol partitioning, aerosol dynamics, dry and wet deposition of aerosols
and gases and representations of the first and second aerosol indirect effects. Once implemented and
evaluated, the model was applied in a case study of the importance of the aerosol indirect effects on
NO2 distributions.

Outline of this thesis

This thesis is organized in six chapters each containing parts of or full journal publications as
indicated in the beginning of each sub-chapter (where reference is given to the relevant publication).
For each chapter there is a short summary and conclusion. General aspects of online coupled model
development and an outline of the strategy followed in order to achieve the objectives of this study is
described in chapter 2. A short description of HIRLAM and a detailed description of the new model
developments are given in chapter 3. This chapter is meant for documentation of the model at later
stages. Model evaluation with respect to transport and dispersion, deposition, gas-phase chemistry
and a comparison between online and offline simulations are given in chapter 4. Chapter 5 contains
an up to date description of the aerosol indirect effects, a one-dimensional test of the model and a
three-dimensional case study regarding the importance of the first and second indirect aerosol effect
on the distribution of NO2. Chapter 6 summarizes the main findings and concludes the thesis with an
outlook on ongoing and future work. Chapter 7 contains a final summary. Chapters 4 and 5 contain
full-length articles in order to provide a broad view of the work performed. This, however, also
implies some overlaps in the text, in particular with respect to the model description in chapter 3.
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Developing online coupled chemical weather models
The premise of any chemical weather model, and of any atmospheric model in general, is that the
atmospheric processes, be it dynamical, physical or chemical, follow certain laws and that when
expressed in mathematical form these laws, together with appropriate initial and boundary
conditions, can be used to predict the evolution of the processes on a given spatial domain in a given
time-span. Numerical weather prediction models and CTM’s are based on such solutions and by
coupling these, in a consistent manner, it is possible to obtain solutions for the evolution of the
chemical weather. The governing laws are usually expressed as large sets of coupled non-linear
differential equations, which, except for a few cases employing very restrictive assumptions, cannot
be solved analytically. For this reason the usefulness of a chemical weather model relies not only on
the choice of processes which are represented in the model, but also on the accuracy of the chosen
numerical solution methods.

When developing chemical weather models a large number of decisions of both technical and
scientific nature (such as numerical solution schemes, implementation strategies or choice of
physical and chemical processes to include) must be taken. This chapter contains some lessons
learned during the project.

Basic choice of model
The purpose of this study could in principle be achieved by developing an online coupled model
based on another weather forecast model, such as WRF or ETA [155, 19] or by using a freely
available online coupled model, such as WRF-Chem. This work, however, aims at developing a
model for both operational and research purposes. This means that the default chemical and aerosol
schemes should be computationally effective without too many species, but at the same time the
model should encompass a variety of schemes for experimentation. The HIRLAM model [226] has
been used for operational weather forecasting at the Danish Meteorological Institute for many years,
hence, problem solving is readily at hand. Furthermore, the basic idea when simulating chemical
weather is to produce both a meteorological and chemical weather forecast and hence combine
several model applications. HIRLAM output is also used by a whole range of offline air pollution
applications, such as pollen and ozone forecasting and emergency preparedness, hence, HIRLAM is
a natural choice as baseline model.
Chemical weather is generated by interactions between dynamical, physical and chemical processes
in the atmosphere. Enviro-HIRLAM is splitted into three parts covering these processes, a dry
adiabatic part, also denoted the dynamical core, a diabatic part representing diabatic physical
processes and a chemical part representing chemical reactions in the gas and liquid phases as well as
aerosol processes. Here focus is on the dynamical core while descriptions of the physical and
chemical parts and the feedbacks between them will follow in the next chapter. Enviro-HIRLAM is
developed as an extension to HIRLAM and therefore the dynamical cores are identical in the two
model versions while the physical parameterizations contain some changes due to the
implementation of feedback mechanisms.

There are two basic choices of dynamical cores, representing two different ways of solving the
dynamical equations; the Eulerian and the semi-Lagrangian cores. Each of these contain limiting
assumptions which must be compared in relation to the requirements of a chemical weather model,
before a choice of dynamical core can be made. Consider the Eulerian form of the continuity
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equation for a chemical species of mass concentration ψ:

∂ψ

∂t
+ ∇ · (~vψ) = Lψ (4.1)

where ~v = (u, v, w) is the wind velocity, t represent time and L is a non-linear differential operator
representing the effects of emission, turbulent diffusion, convection, deposition and chemical
transformations on ψ. Consider the evolution of ψ(x,y,x,t) on some spatial domain D with (x,y,z)
∈ D ⊂ R3 and t ∈ [0,T] for some T > 0.

In the Eulerian approach D is divided into grid boxes and the spatial derivatives in 4.1 are discretized
on this grid. The Eulerian core uses a central finite difference scheme (on an Arakawa C-grid), for
spatial derivatives, with a three time level Leapfrog scheme for representing time derivatives. Hence,
the schemes are second order accurate in space and time. This approach is locally mass conserving,
however, it is dispersive and not positive definit. Therefore, unphysical negative concentration values
may develop in the vicinity of sharp gradients. The Eulerian core is not unconditionally stable and
the Courant-Friedrichs-Levy (CFL) condition must be fulfilled in each coordinate direction in order
to assure computational stability, introducing strong limitations on the length of the time step and
thereby on the computational performance of the model as a whole (note that advection is generally
not the main bottleneck in computational performance, see section on computational performance in
chapter 3).

In the semi-Lagrangian core the air parcels are tracked backwards from their arrival points to their
departure points and ψ is found through interpolation from the previous time step [209]. The
semi-Lagrangian approach does not suffer from high numerical dispersion and is not limited by the
CFL time step criterion. Hereby, the semi-Lagrangian approach (typically used with semi-Implicit
treatment of gravity and sound waves) is several times faster (computationally) than the Eulerian
counterpart (considering pure advection), for the same accuracy (Richie, 1995). The
semi-Lagrangian approach is, however, based on non-conservative discretizations and is not positive
definit.

In both the Eulerian and semi-Lagrangian approaches unphysical negative tracer concentrations may
develop in the vicinity of sharp gradients. This is primarily of importance if the advected tracer
quantity is coupled to physical or chemical processes. For instance spurious oscillations may
develop in cloud water or water vapor, which have large spatial gradients in the vicinity of clouds,
giving rise to cloud formation in unsaturated environments. Similarly, the effective radius of cloud
droplets mainly depends on cloud liquid water and droplet number concentration, which is known to
contain large spatial gradients. In Enviro-HIRLAM all cloud radiative properties are parameterized
via the effective radius [243] and negative values would result in the model atmosphere behaving as
an unphysical light source. For chemistry negative concentration values also poses a problem,
consider the following photolysis reaction:

NO2 + hν → O(3P ) + NO

whereby NO2 is converted to NO and triplet state Oxygen via interaction with sunlight. NO2 and NO
typically peaks over urban areas and posses sharp horizontal gradients in the urban-rural transition
zone, during night. Assume that NO2 constitutes a constant non-zero background, a condition that
might occur during daytime when NO2 concentration decreases. Let ψNO2

and ψNO represent the
mass concentrations of NO2 and NO and assume that NO2 is converted to NO at a rate χ.
Disregarding all other dynamical, physical and chemical processes the continuity equation for the
two species in the x-direction becomes:

∂ψNO2

∂t
+ u

∂ψNO2

∂x
= −χ ψNO2

ψNO (4.2)
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∂ψNO
∂t

+ u
∂ψNO
∂x

= χ ψNO2
ψNO (4.3)

Due to numerical dispersion effects when using the Eulerian core (Leapfrog in time and centered in
space) oscillations (overshoots and undershoots) will develop in the transition zone giving rise to
unphysical negative values of ψNO. If ψNO < 0 and ψNO2

> 0 in some point then the undershoot
will be enhanced by equation (2.3) while increasing ψNO2

, eventually leading to destabilization of
the numerical solution. Had there been no coupling between the two equations this error would
likely have remained small. Hence, it is clear that the existence of negative concentration values is
not acceptable for neither meteorological applications or air pollution applications. In the current
version of HIRLAM the negative tracer values are removed by resetting the concentration to zero in
these grid points.

The consequence of this is that mass conservation is lost (mass is gained). Mass conservation is
generally accepted to be of importance in atmospheric chemistry where small changes in mass or
mixing ratio may lead to large changes in the solutions of the generally highly non-linear chemical
solvers. Considering the highly in-homogeneous distribution of sources and sinks for trace gases in
the atmosphere, it must be anticipated that species with lifetimes longer than a few days may
experience significant drift and distortions in their mass budget. The mass conservation properties of
the semi-Lagrangian and Eulerian approaches in HIRLAM have previously been investigated. In a
study using a predecessor version of Enviro-HIRLAM (denoted DMI-HIRLAM-TRACER) a
simulation of a point source release of a passive tracer, showed that for both the Eulerian and
semi-Lagrangian approaches the total tracer mass, increased by approximately 50 % over a 25 hour
period after stop of emission and after 65 hours the total mass had increased by 80 % [37].

Mass conservation may be restored by using a mass-fixing algorithm. One algorithm that ensures
positive definitness and mass conservation redistributes mass from grid points with positive values to
grid points with negative values [187], however, this algorithm is not straight forward to apply in a
limited area model. Advection across the lateral boundaries may contribute significantly to the mass
budget which makes it difficult to apply the algorithm consistently. Many other mass-fixing
algorithms have been developed [184, 17, 134], however, they have one deficiency in common, they
only restore global mass conservation, i.e. the continuity equation is not necessarily fulfilled in each
grid box.

Another way to proceed is to implement a new dynamical core which contains all the relevant
properties, including local mass conservation, positive definitness, accuracy and computational
efficiency. This work is currently being carried out at the University of Copenhagen, where the
semi-Lagrangian dynamical core in Enviro-HIRLAM is being replaced by a modified version of the
Cell Integrated semi-Lagrangian approach [160, 109, 40]. Meanwhile, based on experiences with
DMI-HIRLAM-TRACER a separate scheme, developed by Bott [22, 23] is used for the advection of
the tracers. The Bott scheme is an Eulerian advection scheme and the length of the time step is
therefore limited by the CFL criterion. It is based on the upstream method, which is positive definit
and numerical dispersion has been greatly reduced [15, 208]. The original Bott scheme is slightly
unstable in deformational flow tests and had some phase speed and amplitude errors. These has been
eliminated in the an updated version where the non-linear positive definite flux limitations are
replaced by monotone flux limiters [24]. Similarly, errors connected with time-splitting for
multi-dimensional applications where removed in [25]. Other updates of the Bott scheme exists
[38, 45], but in the current version of Enviro-HIRLAM updates ensuring less phase speed error and
improved stability in deformational flow, by [53] are used.

In this set-up the advantages of long time stepping in the dynamical core, which is very important for
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operational applications of chemical weather models where chemical solvers usually are the
bottleneck both in terms of cpu-time and memory usage , is retained while positive definitness and
mass conservation is ensured by the Bott scheme. However, this set-up introduces the issue of
inconsistency, which may lead to loss of mass conservation. This issue is discussed in the next
section.

Different coupling strategies
Development of a chemical weather model consists of coupling an NWP model and a CTM. This
can be achieved in various ways, which each have limitations [13]. There are two main types of
coupling strategy, offline and online. Offline coupled models comprise a separate CTM forced by
preprocessed meteorological data. This data may be generated on the basis of one to six hourly
output from a mesoscale NWP model, output, at coarser time resolution, from a global general
circulation model or measurement data. Online models comprise online access and online coupled
models. In the online access framework the CTM and its meteorological driver are executed
simultaneously and data is exchanged at every time step of the meteorological model using some
interface. This is achieved either by using a coupler, such as the Ocean Atmosphere Sea Ice Soil
(OASIS) coupler [228] or by keeping all exchange information in memory, thereby decreasing
cpu-time considerably. In online coupled models the CTM is integrated into the meteorological
driver resulting in a unified model, solving equation 4.1 along with the equations for the
meteorological variables in one time step, with no need of the interface step.

Offline models are frequently used for air quality forecasting and are often convenient when
considering various emission scenarios with fixed meteorology, such as in air quality impact
assessments or when performing sensitivity analysis on dispersion models, assuming that feedbacks
with meteorology do not play an important role.

However, during preprocessing the meteorological fields, such as the wind components, are
interpolated to the CTM-grid and often the numerical schemes used in the CTM’s are incompatible
with the schemes in the meteorological driver, leading to loss of mass conservation or monotonicity
irrespective of the properties of the intrinsic numerical advection scheme used to advect species in
the CTM. This arises because the interpolated wind fields are not necessarily consistent with the
surface pressure from the meteorological models and the interpolation process may cause extra
convergence or divergence. The importance of dynamical consistency between the meteorological
driver and the CTM has been highlighted by several authors [130, 31, 32]. Typical solutions for
removal of the mass-wind inconsistency includes adjustment of the input wind field so that it
matches the surface pressure of the meteorological driver by using a pressure fixer [183]. Letting
Ps,ctm represent the surface pressure consistent with the interpolated wind field and Ps,mod represent
the surface pressure consistent with the winds of the meteorological driver, then:

∂Ps,ctm
∂t

= −∇ · C (4.4)

∂Ps,mod
∂t

= −∇ ·M (4.5)

where C and M are the vertically integrated mass fluxes consistent with the interpolated and
non-interpolated wind fields respectively. The problem arises because C 6= M leading to changes
between Ps,ctm and Ps,mod. When using a pressure fixer a correction, COR, is added to C such that:

∇ · (C + COR) = ∇ ·M
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thereby insuring consistency. From the above condition an equation for COR may be derived:

∇ · COR = −∂Ps,mod
∂t

−∇ ·C

Hence, consistency may be fulfilled by solving the above equation and adding a correction to the
mass fluxes. Several algorithms for solving the above equation have been developed [183, 196] and
other fixes exists as well [32], however, for offline models output must always be preprocessed
before it is used to drive the CTM’s in order to ensure that the solutions do not blow up. Current
short and medium range meteorological forecast models are well within the mesoscale. The Danish
Meteorological Institute is currently switching to 0.025 degree resolution in the horizontal with 60
levels. For a CTM using the same or higher resolution than its meteorological driver, the time it
takes to preprocess the input data may be problematic, especially in the future when the data
amounts are expected to increase.

In an online model this problem is not encountered and the preprocessing step is avoided. When
using an online model the intrinsic consistency is increased, but not guaranteed. Inconsistency may
still be induced regardless of coupling strategy if the pressure based coordinate (e.g. hybrid or sigma
levels) is changed inconsistently [106]. This may happen if an online model employs different
numerical schemes for advection of air and tracer -mass. The following arguments uses
Enviro-HIRLAM as a specific example, but they apply more generally. The hybrid coordinates (η)
are fully specified from surface pressure (Ps) by:

Pk+ 1

2
= Ak+ 1

2
(η) +Bk+ 1

2
(η)Ps(λ, θ)

where P represents pressure and k ∈ {1, ..., n+ 1} where n is the number of model layers and k the
layer index. Here k is counted from top to bottom, i.e. towards increasing pressure and the
coefficients, A and B, are defined in appendix 11. The total tracer mass is given by:

M t
global =

1

g

∑

i,j,k

Ai,j∆P
t
i,j,kψ

t
i,j,k (4.6)

where i and j are horizontal indices, t is a temporal index, A represents the grid cell area, ∆P is the
pressure difference between full levels and g is the gravitational acceleration. Consider time-step t0.
Between time-step t0 and t1 the numerical advection scheme redistributes tracer mass leading to
changes in surface pressure, P t1′

s and since the vertical levels are specified solely by surface pressure,
the pressure levels are modified as well. The problem arises because P t1′

s is generally not identical to
P t1
s , which is the surface pressure implied by the dynamical core of the model. Following 5.3 this

inconsistency leads to variations in global mass. At t1′ the tracer concentration is valid at the vertical
grid implied by the advection scheme and must be re-associated with the model grid. This is
typically done on an index to index basis. The numerical advection scheme employed for the tracers
is therefore only intrinsically mass conserving in its own grid and some kind of remapping, replacing
the index to index re-association, each time step is necessary. The problem is, however, that any
remapping will lead to loss of information and generally degrade the global mass conservation
implied by the tracer advection scheme [106]. The only way to guarantee consistency is to develop
an online coupled model in which the numerical solution of the tracer advection equation is the same
as the numerical solution of the continuity equation in the dynamical core of the model.

Offline models require time averaged output from their meteorological driver and this is typically
available every one to six hours. In between updates the meteorological forcing fields are
interpolated retrospectively in time, by some models, to achieve the necessary update frequency.
Hence, the offline models rely on the assumption that disturbances with time scales less than the
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coupling interval can be satisfactorily represented by interpolation. Mesoscale disturbances in the
meteorological fields are known to affect pollutant concentration [3]. These short time scale (ranging
from less than one hour to days) disturbances include frontal circulations, development of clouds and
precipitation, orographically forced flows, urban circulations, sea breezes etc. Unresolved horizontal
variability is typically accounted for by tuning horizontal diffusion coefficients, leading to large
values in the range 103 − 105 m2s−1 [50]. While interpolation and smoothing may be an appropriate
representation of subgrid-scale turbulent eddies it is not the case when mesoscale disturbances are
resolved by the meteorological model, since growth, decay and structural changes to the pollutant
fields are not considered. Therefore, the assumption may not be valid if short time scale disturbances
exist in the meteorological fields. Online models, on the other hand, do not require a cutoff in the
variability of the input fields since the meteorological forcing is updated at each time step of the
meteorological model and, hence, take full advantage of the variability of the meteorological fields
(see figure 4.1). This issue is considered in more detail in chapter 4.

Synoptic scale

Meso-scale

Small-scale

Micro-scale

Large-scale

Clouds
Precipitation

Aerosol indirect effects
Pollution plumes

Offline models
Online models

Ulrik Smith Korsholm

Breeze
circulations

Long-range
transport

Climate
Weather systems

Figure 4.1: Characteristic temporal and spatial scales of processes of importance to the aerosol and trace gas
distributions along with the ranges resolved by online and offline models. Note that an online access model
may in principle resolve aerosol-meteorological feedbacks.

The issue raised above has special implications when considering pollutant-meteorology feedbacks.
Since aerosols are of fundamental importance in cloud and precipitation development such feedbacks
(including first indirect effect, second indirect effect, dispersion effect, semi indirect effect) are often
mediated through clouds. The characteristic time scales of such effects are the same as that of the
clouds, i.e. typically less than one hour (figure 4.1). Hence, online models with sufficient short time
scales and sufficiently high horizontal resolution, are needed if feedbacks are to be simulated.

Issues when coupling simple and complex models
Development of an online coupled model involves the usage of 0-dimensional models (box models;
here denoted simple models) to parameterize some physical or chemical processes, such as
gas-phase chemistry, aerosol dynamics or deposition. As a first step the simple models should be
thoroughly tested in a multitude of environments. Taking gas-phase chemistry as an example the
simple model will be employed in regions with very sharp concentration gradients (rural to urban
transition zone) and meteorological conditions span surface to top of the atmosphere conditions,
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from 30◦ C to −50◦ C. Often the 0-dimensional models have been employed in other studies and are
therefore well tested at least near the surface, but neglect of the extreme environments may lead to
problems in the form of crashes and difficulties in interpreting the results of the online coupled
model, at a later point. The 0-dimensional model should also be evaluated against measurements or
at least with respect to other similar models. There is no reason to believe that the coupled model
will produce reasonable results if the simple model, on a stand alone basis, cannot.

The next step is to ensure consistency between the simple model and complex models. If processes
are fully or partially accounted for in the complex model it will lead to erroneous results if they are
also accounted for in the simple model. Although this point seems obvious, it is in fact often difficult
to spot such errors. As an example consider the inclusion of ozone radiation absorption (a relevant
feedback machanism) in Enviro-HIRLAM. Investigating the shortwave radiation parameterization
reveals that it is developed by fitting measurement data and that the measurements include ozone
absorption. Removal of this component of the radiation parameterization is not trivial, since this
would require re-tuning of the radiation scheme. On the other hand the ozone measurements were
based on natural background levels, so it may still be possible to include the effect of anthropogenic
ozone, i.e. ozone originating from anthropogenic emissions of the generating species (NOx, VOC,
etc.). Another example considers cloud radiative properties. These are defined on the basis of the
effective radius of the cloud droplets. The effective radius is strongly dependent on the droplet
number concentration, which is fixed in the model. If the fixed value includes a contribution from
anthropogenic sources any implementation of the first and second indirect effects would be
inconsistent and extracting the natural part of the CCN contribution leading to droplet formation
would require re-tuning of the entire model (the implementation of feedbacks is considered in
chapter 3).

Another point which must be investigated is the applicability of the simple model as
parameterization. Using aerosol number concentration as an example again it is well known that
species concentrations may span many orders of magnitude, for example from 0 m−3 to 1011 m−3 in
highly polluted urban regions (nucleation mode particles). If for example the tracer advection
scheme of the online coupled model cannot handle such a large span in magnitude the model may
crash or if cutoff’s are applied a significant portion of the aerosol mass may be removed and mass
conservation lost. Another applicability issue which should be addressed is the influence of the
simple model on the parallelization of the online coupled model. If there are horizontal
dependencies or statements that hinder parallelization the simple model may not be compatible with
the parallelization strategy of the coupled model. Parallelization errors are very difficult to detect
and may lead to everything from model crashes, unphysical results to subtle changes. The most
effective way to investigate whether a parallelization error is present is to compare runs with one and
more processors and do difference plots of relevant fields. When playing with the contour intervals
parallelization errors turns up as distinct patterns reflecting the division of the grid in sub-domains.

As an example consider the implementation of the Bott advection scheme, which is employed in
Enviro-HIRLAM (this will be discussed more fully in chapter 3). The initial coded version of the
scheme was made by [54]. Therefore, it does not comply with the current Enviro-HIRLAM
parallelization strategy, in fact, the calculation of the mass fluxes has strong horizontal dependencies
since it assumes an internal four point halo around each sub-domain. Enviro-HIRLAM employs a
hardcoded one point halo, and therefore, the advection scheme cannot be used straight away, without
major code changes in either Enviro-HIRLAM or in the advection code. If this issue is ignored it
will in fact be impossible to see any differences in the tracer concentration field, between simulations
with one and eight processors with the naked eye (at least in the most common meteorological
situations, within a few days forecast time). If, however, difference plots are drawn, the boundaries
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of the eight sub-domains are clearly seen. As tracer mass is transported towards the sub-domain
boundaries it is not allowed to fully be transported to the other sub-domains since the halo is to
narrow and it piles up on the sub-domain boundaries. The consequences of this depends on the
meteorological situation. If the wind is strong and the tracer impinges on the boundaries the
concentration may rise to unrealistic values fast, however, if favoured by the wind, the accumulation
may be slow and only give rise to subtle changes within the forecast and in this situation it may be
very difficult to locate the problem. This discussion illustrates the importance of testing the code for
parallelization errors in different meteorological conditions. The parallelization strategy and the
implementation of the Bott scheme is discussed in detail in chapter 3.

Validity of the coupled model
The validity of the coupled model may be checked by comparing measurement data, typically
generated during an observation campaign, with model predictions. The relevant concentration field
is interpolated to the location of the measurements and temporal and spatial statistical quantities may
be calculated to aid the comparison. By comparing to other such exercises it is possible to get an
idea of the validity of the model, this procedure will be described more fully in chapter 4, but a few
comments are appropriate here.

When a simple model has been implemented it is necessary to test the combined model, even though
it is consistent, well tested and applicable. Assume that the simple model performed satisfactory on
a stand-alone basis, then the results cannot be directly transferred to the coupled model because it
includes much stronger mixing and generally smaller concentrations of the species. Subtle problems
in the mathematical or numerical treatment of the sub-model or technical problems in programming
may lead to errors. Such errors may be difficult to isolate and therefore it is important to test the
model in as many different meteorological situations as possible. Here open source code models
with a wide user community has a great advantage. When many different users employ the model
the various errors are more likely to be identified quickly and the model may be tested more
thoroughly. Therefore, the long term strategy for Enviro-HIRLAM involves collaboration with a
wide variety of international institutes (see next section for a discussion of these issues), this also
have the benefit of more model development.

The quality of the model should also be evaluated to test how reliable it is. If for instance the
gas-phase chemistry scheme is not able to satisfactory simulate the sources and sinks of HNO3 then
this might generate a bias in the aerosol fields and thereby wrongly affect the interactions between
aerosols and meteorology. The addition of a new simple model may not improve performance.
Consider the situation where feedbacks between aerosols and clouds, are added consistently, in an
online coupled model. Then, ideally, the simulation of clouds and precipitation should improve in
the statistical verification because their description is more accurate. This is, however, not
necessarily the case. Using Enviro-HIRLAM as an example, the meteorological part of the model is
heavily tuned towards the weather in Scandinavia and the addition of a new simple model to account
for the feedbacks requires retuning of the combined model system before any improvements can be
expected. Considering the case where an existing online coupled model is being updated with a
more complex chemistry scheme (including more reactions). The updated model will not necessarily
lead to better statistical scores in the evaluation of, e.g. the NOx concentration. In fact, the inclusion
of a more complex description of the gas-phase chemistry is only a necessary condition for better
statistical scores. If the new module has greater affinity towards errors in the input data then these
errors may now be of much more importance and, hence, for a given set of input data the more
simple scheme might provide better verification scores.
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Strategy for Enviro-HIRLAM development
Since meteorological and air pollution models are now operating well within the mesoscale
interactions between the two communities are feasible through the development of online coupled
models. There are many areas of common interest where development could lead to synergy to the
greater good of both communities. Examples of such areas include boundary layer structure
(boundary layer height, mixing strength, etc.) which is of great importance when modeling the
dispersion of air pollutants, but also for momentum and heat transport within the boundary layer and
thereby for short-range numerical weather prediction (SRNWP). The same is true for convection
parameterizations, prediction of precipitation and clouds or the usage of satellite derived land-use
products. The greatest benefit, of such a coupling, for the SRNWP models may be through the
development of more precise cloud and precipitation parameterizations (cloud-aerosol microphysics)
and through feadbacks, while the air pollution community benefits from more precise dispersion and
deposition of pollutants.

From the very beginning it has been an important part of the Enviro-HIRLAM strategy to utilize
such synergy and bring the communities together. Enviro-HIRLAM is, however, a much larger
project than this thesis alone. The idea is to develop a model which can be used in both operational
and research mode for both air pollution and SRNWP purposes. This has the consequence that a
wide variety of chemistry and aerosol schemes should be available for experimentation and some
schemes should be economical enough (in relation to cpu-time and memory consumption) to be used
for operational purposes. This thesis has focused on the operational applications by implementing
and testing a chemical and aerosol scheme which has been designed especially for online coupled
modeling. A range of other schemes (adapted from the WRF-CHEM model) are available for
research purposes (such as RADM, RACM, CBIV, MADE) but have not yet been integrated in the
code.

In addition to the advantages of online coupled modeling discussed earlier, it might be mentioned
that it is advantageous to execute several operational models at the same time. For instance it is in
the Enviro-HIRLAM long term strategy to use it for pollen forecasting, air pollution forecasting and
weather prediction, in a nested set-up where it generates boundaries for the DMI 2.5 km resolution
model. In this way fewer operational models and more people with hands on experience with the
operational model and less cpu-usage is achieved, since we skip the post-processing steps for air
pollution and pollen forecasting. Also on the longer term it is planned to investigate the usage of
online coupled models for emergency preparedness.

The coding of Enviro-HIRLAM has been done to facilitate portability, by using the FORTRAN 90
memory allocation features (modularity). The general structure of the code follows HIRLAM as
closely as possible to facilitate easy version updates and easy implementation of new features
(chemical schemes etc.). In order to maximize development capabilities and testing of the model, the
code is open to everyone who wish to contribute or use the model (non-HIRLAM members must
sign a contract stating the rules of usage of the model). Seven different European groups are either
working on, or will start working on, Enviro-HIRLAM. Another collaborator is the HIRLAM
consortium. A HIRLAM chemistry branch will soon be opened (hosted by DMI) for easy
downloading, code sharing, and version control. Enviro-HIRLAM will be used as a starting point for
further developments and as more developers and users join in the model capabilities increase.
Further discussion of the strategy and the relation to the HIRLAM consortium is discussed in [10].

From the above it is clear that Enviro-HIRLAM is an on-going project and this thesis contributes
with an initial model version, testing and usage. The following plan for code development has been
followed during this study:
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• Updating, testing and evaluating tracer transport and dispersion

• Implementing and testing convection of tracers

• Implementing, testing and evaluating deposition of gases and particles

• Implementing, testing and evaluating gas-phase chemistry

• Implementing and testing wet aerosol model and thermodynamic equilibrium

• Implementing, testing and evaluating feedbacks through the first and second indirect effects

Summary and conclusions
Online coupled models are developed by coupling 0-dimensional chemistry, aerosol and deposition
model components from a CTM. Any remaining part of the CTM disappears since the online
coupled model applies the same numerical solution schemes and the same grid as the meteorological
quantities. At each time step the model solves the coupled partial differential equations describing
the evolution of both the meteorological and chemical fields.

The choice of chemical and aerosol solver must be carefully evaluated to match the usage of the
model. In all cases the simple models must be consistent, applicable and well-tested and the validity
of the coupled model must be evaluated in comparison with measurement data in an attempt to rule
out technical or other errors. The main advantages of online models in comparison to offline models
are that no spatial or temporal interpolation are necessary, since all processes are on the same grid,
no temporal interpolation since the meteorological fields are available at each meteorological
time-step, no artificial cut-off in meteorological variability, inconsistencies may be removed and
feedbacks may be accounted for. The main disadvantage of online models is that they require quite
large computer to run, because the computational requirements are concentrated in a short time
interval. When using an offline model the computations are spread out over a longer time interval,
i.e. it is more time consuming.
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Model description
Parts of this chapter has been submitted as [121]
The first attempts at using HIRLAM as an air pollution model was made by [54]. She implemented a
simplified sulfur chemistry scheme into HIRLAM, using the Bott advection scheme and the default
vertical diffusion scheme. The Sulfur scheme followed [16] and considered three advected species:
gaseous SO2, particulate SO2

4− and SO2
4− dissolved in cloud water and kept all other species needed

in the chemistry calculation (including O3, HO− and H2O2) constant at prescribed values. Dry
deposition was included in a resistance approach based on look-up values of dry deposition velocity
and wet deposition followed [16]. Comparison with measurements, in summer and winter cases,
showed that the model overestimated SO2, while particulate SO2

4− was underestimated. Also SO2
4−

dissolved in cloud water showed poor agreement with observations and in general these issues were
connected to the poor quality of the HIRLAM cloud cover and precipitation forecasts.

Further work was done by [37, 36] who considered the effect of using the Eulerian, semi-Lagrangian
and Bott schemes for advection of a passive tracer in the operational HIRLAM version at DMI. Also
the effect of vertical and horizontal diffusion were considered. He found that vertical diffusion is of
great importance to the ability of the model to simulate passive tracer transport, while horizontal
diffusion may be of importance at high resolution. Amongst the tested advection schemes the Bott
scheme was preferred, due to its mass conservation properties and low computational cost when
used in combination with the semi-Lagrangian scheme. The model development presented below is
to be seen as a continuation of the work done by the above authors.

Processes of importance
Before model development may commence it is important to clearly define what the model should
be used for and then investigate which physical, chemical and dynamical processes that are of
importance to the problem and therefore should be included in the model. The focus of this work is
aerosol-cloud interactions through the first and second indirect effects. The detailed implementation
of these will be considered later in this chapter and here it will suffice to say that what is needed is a
representation of the anthropogenic contribution to the cloud droplet number concentration. All
dynamical and physical processes which are of importance to cloud life cycles, such as convection,
entrainment/detrainment, vertical diffusion, advection and the flow on larger scales in general is
represented in HIRLAM and will be described below.

The anthropogenic fraction of the cloud droplets may be calculated if the accumulation mode
aerosols are well represented, since, aerosol in this mode have sizes relevant to droplet activation.
Aerosols in the accumulation mode are either primarily emitted into the mode (examples include
SO2−

4 , NO−
3 , NH+

4 , CO2−
3 and black carbon (BC) from industrial emissions and BC, SO2−

4 , Fe from
fossil-fuel emissions) or are generated by growth of primary (examples include SO2−

4 , BC and Fe
from fossil-fuel emissions) or secondary (including H2SO4 - H2O nucleation) nucleation mode
aerosols. Hence, in order to represent the accumulation mode aerosol the model must also account
for the nucleation mode, whereas, the coarse mode, which is largely inactive with respect to clouds,
may be neglected.

Nucleation and accumulation mode aerosols may grow by condensation of gaseous compounds,
including water vapor, or by collision and coagulation. Coagulation is a volume preserving, growth
and number reducing process (a new larger aerosol particle is generated on the expense of smaller
particles). Using Smoluchowski’s equation the effect of Brownian coagulation on the aerosol
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number concentration may be expressed as:

∂N(ri)

∂t
=

1

2

∑

i6=j

βi,jN(ri − rj)N(rj) −
∞∑

0

βi,jN(ri)N(rj)

where N(ri) is the number concentration of aerosols with radius ri and β is the Brownian
coagulation kernal:

βi,j = 4π(ri + rj)(Di +Dj) (5.1)

with Di and Dj the diffusion coefficients for small and large particles respectively. Using this kernel
the time scale of coagulation may be approximated by division with the total volume
(4π(ri + rj)

3/3). Using rj = 0.1 µm and D0.1 = 6.75 10−10 m2s−1 and D1 = 2.77 10−11 m2s−1

[43], it is found that a 1 µm particle is lost due to coagulation after approximately 0.5 10−3 seconds.

For condensational growth (for example water vapor condensing on a particle) the characteristic time
scale may be approximated by using the radial diffusion equation:

∂r

∂t
=
DvmvNv

ρpr
(5.2)

where Dv is the vapor diffusion coefficient, mv is the mass of a vapor molecule and Nv is the
number concentration of vapor molecules and ρp is the particle density. For H2SO4 with a vapor
concentration of 107 cm−3, mv = 98.08 Da, ρ = 0.5 g cm−3 [43] and Dv = 10−5 m2s−1 the growth
rate of a 10 nm particle becomes approximately 12 nm hour−1 and for a 1 µm particle it is
approximately 0.1 nm hour−1.

Particle ageing is the processes whereby an initially insoluble particles becomes more soluble
through coagulation, condensation and chemical transformation of gaseous compounds on the
particle surface. For the purpose of finding the characteristic time scale of condensation ageing the
flux (F ) of gas onto the particle surface may be described as: F = DvNv/r For a 100 nm particle the
time it takes to form a mono-layer of H2SO4 with 1019 molecules per cubic meter is approximately 3
hours, when Nv = 107 cm−3 and Dv = 10−5m−2s−1.

The time-scales of nucleation in the boundary layer has been measured by several authors and
amounts to 1 − 108 cm−3s−1 [124]. The characteristic time-scale of dissolution of a gas-phase
species in an aqueous droplet has been evaluated in [153]. The process consists of diffusion to the
particle and equilibration of the droplet into thermodynamic equilibrium. For accumulation mode
the time-scale is typically hours, whereas for coarse mode particles the equilibrium is often not met
(on the order of days). The time-scales have been summarized in table 5.1. The table shows that
when using a short-range model, with forecast length of the order of days, neither of the processes
can be neglected, at least not on the basis of time-scales alone, and must be accounted for in the
model. However, in the current version of Enviro-HIRLAM insoluble material is not included in the
aerosols and on that basis the effects of cloud ageing has been neglected.

The composition of atmospheric aerosols is dominated by Sulfate (SO2−
4 ) and organic Carbon

(C(org)) [205]. Over urban areas the average percentage distribution in tropospheric aerosol is
approximately 30 % SO2−

4 and 30 % C(org), while the reminder mainly is composed of NH+
4 and

NO−
3 . Non-urban and remote areas contains more SO2−

4 than C(org), but in general there are large
fluctuations in aerosol composition depending on region and type of pollution in this region. The
influence of aerosol composition on cloud properties is not a settled issue. Observations and
measurements are inherently difficult, but cloud resolving models may give some insigths into the
importance of solubility. Organic compounds tend to act as surfactants lowering the surface tension
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Table 5.1: Summary of time scales for various processes of relevance to
aerosol-cloud interactions.

Mode Process Sec – Min – Hour – Day – Week

Nucleationa Nucleation ——————

Nucleation Condensation ————————

Nucleation Ageing ——————

Nucleation Coagulation ————————

Nucleation Equilibration ——-

Accumulation Condensation ——————

Accumulation Ageing ——————-

Accumulation Coagulation ——————

Accumulation Equilibration —————

Coarse Condensation ——————

Coarse Ageing ——————

Coarse Coagulation ——————

Coarse Equilibration ——————

aThe dependence on aerosol size is covered by dividing the size ranges into
three modes: nucleation mode (diameter of order 0.01 µm), accumulation mode
(diameter of order 0.1 µm) and coarse mode (diameter of order 10 µm).

of individual droplets and thereby affecting further condensation. This, however, is believed to be a
minor effect and in general the results of cloud resolving models show that up-draught velocity and
CCN number concentration are more important in the sense that cloud and precipitation
development is more sensitive to these parameters in cloud resolving models. For this reason the
organic compound of the aerosols has been neglected and aerosols thus consist of SO2(aq), HSO−

3 ,
SO2−

3 , HSO−
4 , SO2−

4 , NH+
4 , NH3(aq), HNO3(aq), NO−

3 and H2O.

Governing equations
From the above it is clear that the model must account for emission, advection, vertical diffusion,
convection, gas-phase chemical transformations, aerosol thermodynamic equilibrium, aerosol
nucleation, aerosol coagulation, gas and aerosol deposition and cloud and precipiation development,
in addition to the larger scale dynamical and physical processes, in order to simulate and investigate
the aerosol indirect feedbacks. The general equation describing these processes was given in
equation 4.1. Including the advection term in L it may be expanded as follows:

L = Lemis + Ladvn + Ldiff + Lconv + Lchem + Laero + Ldeps + Lindt

where Lemis describe primary emissions of gases and particles, Ladvn describes advection, Ldiff

describes horizontal and vertical diffusion, Lconv described subgrid-scale convection of gases and
particles, Lchem describes chemical transformations of gases, Laero describes concentration changes
due to the formation of secondary aerosol and transformations due to coagulation and condensation,
Ldeps describes dry and wet deposition of gases and particles and Lindt describes changes in gas and
particle concentrations due to cloud aerosol interactions, i.e. feedbacks. The equation governing the
development of the mass concentration of a given species may then be expressed as:

∂ψ

∂t
= (Lemis + Ladvn + Ldiff + Lconv + Lchem + Laero + Ldeps + Lindt)ψ (5.3)
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Solution of the governing equations
As mentioned in chapter 2 equation 5.3 is generally nonlinear and can only be solved analytically in
idealized situations. There are basically two approaches for its numerical solution, either a nonlinear
equation solver (such as the SUNDIALS suite which include the GEAR and VODE solvers [29]) or
operator splitting [150] must be used. Operator splitting has the advantage that separate numerical
solution schemes may be applied to different dynamical, physical or chemical processes, i.e. a very
precise, but computationally heavy, numerical solution scheme may not be appropriate if the given
parameterization is very simplified. On the other hand it requires a new set of boundary conditions
for each intermediate solution.

With operator splitting the contribution to ψ from individual processes is solved independently and
then coupled together, hence, each process contributes part of the total change. These processes may
correspond to the physical processes mentioned above as suggested by [?] or may be groupings of
physical processes. Let ∆ψ = ψ(t + ∆t) − ψ(t) be the total change in ψ due to all processes in time
∆t. In the approach used here the effect of each process is applied in series (as opposed to in
parallel, where each contribution is decoupled) and provisional values of ψ are generated and used as
input for the next process; the procedure is as follows:

ψ1(t+ ∆t) = Lemis(t)ψ(t)

ψ2(t + ∆t) = Ladvn(t)ψ1(t)

ψ3(t + ∆t) = Ldiff (t)ψ2(t)
...

ψ(t + ∆t) = Lindt(t)ψ7(t)

where ψ1 includes the effect of emissions, while ψ2 includes the effect of emissions and advection,
etc. The error induced due to operator splitting is of order ∆t and should approach zero as ∆t → 0.
The maximum value of ∆t, however, cannot easily be determined and is process dependent. In
general the procedure will converge if each of the numerical schemes applied for the provisional
values are convergent. The order of the schemes are also of importance. Following [150] the
advective part is solved using a symmetric permutation of the coordinate directions, i.e. solutions are
first computed in the x, y and z directions and then in z, y and x, during the same time step. In the
above notation Ldeps only covers wet deposition, while dry deposition is not treated as a separate
process in the operator splitting approach. Dry deposition is applied as lower boundary condition for
the vertical diffusion, i.e. dry deposition and vertical diffusion are solved together. Similarly,
gas-phase chemistry, aerosol-gas thermodynamic equilibrium, aerosol dynamics and nucleation are
solved together. The HIRLAM model schemes are used to solve the individual processes, when
possible, and therefore a brief overview of the HIRLAM model is given below. The reminder of this
chapter describes the numerical solution procedures for each of the individual processes mentioned
above.

The high resolution limited area model
In this chapter the solution methods employed in HIRLAM are outlined, for a full description the
reader is referred to the HIRLAM documentation [226]. HIRLAM contains two main components, a
dynamical module and a physical module, mainly describing transport and diabatic processes
respectively. The dynamical cores are based on the primitive equations and were described in
chapter 2, while the physical module includes parameterizations of processes such as radiation,
vertical diffusion, convection and condensation and land-use properties. Tendencies from the
physical module are computed separately and added to the primitive equations as source/sink terms.
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The model is hydrostatic and the prognostic variables comprise the velocity components,
temperature, specific humidity, cloud water, turbulent kinetic energy (TKE) and surface pressure.
With the addition of chemistry and aerosols in Enviro-HIRLAM the number of prognostic variables
increases by the number of chemical and aerosol species.

In both the Eulerian and semi-Lagrangian dynamical cores, semi-implicit adjustment treats gravity
waves and allows for long time-steps, however, the dynamical equations are transformed to
Helmholtz type equations:

f −H∇2f = g

which must be solved on each time step; the general expressions for f , H and g may be found in
[226]. The solution of the Helmholtz equation proceeds by decoupling in the vertical and subsequent
solution of a set of independent two-dimensional equations. These are found by using
Fourier-Sine-transforms in the west-east direction and applying Gaussian elimination in the
south-north direction, followed by an inverse Fourier sine transform in the west-east direction. The
total solution is found by vertical coupling of the two-dimensional equations. To maintain stability
for large time steps the fields are diffused in the horizontal using a fourth order explicit or a sixth
order implicit scheme. The sixth order equation for a field f is defined as:

∂f

∂t
= K(

∂6f

∂x6
+
∂6f

∂y6
)

The simplified implicit diffusion equation only considers sixth order terms in longitude and latitude
and is solved using a two-step implicit time splitting scheme. Since fields at time level n + 1/2 are
potential sources of instability, the non-linear fields are further filtered by:

fn+1/2 =
1

2
(3fn − fn−1

f )

fnf = fn + ε(fn+1 − 2fn + fn−1
f )

where ε = 0.1 is the default value.

All meteorological fields are arranged on a rotated latitude-longitude Arakawa-C grid with wind
components and geopotential defined on grid-cell intersections and temperature, specific humidity,
cloud water and surface pressure are carried in the grid-cell center. In Enviro-HIRLAM the tracer
mass concentration is also carried at cell mid-points and thereby they represent the grid-volume
averaged mass concentrations. Meteorological fields are calculated by the dynamical and physical
cores and is used for driving chemical and aerosol processes, which may feed back onto the
meteorological fields through cloud processes. In the vertical a hybrid between terrain following
σ-coordinates and pressure coordinates is used. The hybrid vertical coordinate (η) is defined in terms
of pressure (p): pk+1/2 = Ak+1/2(η) + Bk+1/2(η)ps(λ, θ) where k is a level index and A and B are
fixed constants (see appendix 1). As A approaches zero η approaches σ-coordinates and as B
approaches zero η approaches pressure coordinates. For the vertical discretization wind,
temperature, specific humidity (and tracer mass concentration in Enviro-HIRLAM) are defined on
full levels, while pressure, geopotential and vertical velocity are defined on half levels. The Eulerian
core uses a three time level leapfrog scheme for iterating forward in time, while the semi-Lagrangian
core uses a two time level semi-implicit scheme.

At the lateral boundaries the fields are relaxed towards externally imposed fields, in a pre-specified
boundary zone, in order to prevent sharp gradients across the boundaries (shock effects). The
external fields are either output from a global model or output from a limited area model running on
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a larger domain. Over-specification of the fields on the lateral boundaries may be a source of error
through the development of slow Rossby waves or fast gravity waves propagating from the
boundaries into the domain. The slow waves may be avoided by situating the boundary zone
sufficiently far away from the region of interest and the fast waves are removed by having a damping
zone adjacent to the boundary zone. Initial and boundary conditions for the trace gases and aerosols
are discussed later in this chapter.

At analysis time the state of the atmosphere is initialized by digital filtering [139]. If the initial mass
and wind fields are not sufficiently consistent spurious high-frequency oscillations (gravity-inertia
waves with unrealistically large amplitudes) may develop in the meteorological fields. The digital
filter is applied to time series of input fields by first switching off all irreversible physics and running
the model backwards in time, while accumulating the filtered field. Then a forward integration is
performed until the analysis time is reached. As the model runs back and forth the initial fields are
filtered and the final initial state contains only damped high-frequency noise, decreasing the
meteorological spin-up time (spin-up when chemistry is included is discussed later in this chapter).

Emission mechanisms
Emissions are currently handled as Eulerian point sources located within the lowest model layer,
extending approximately 32 meters above the surface. It is necessary to assume that the emitted
species is well mixed within the grid box containing the emission point. Given the emission rate,
emission time interval and the location of the emission point, the grid box volume may be calculated
to give the emitted mass concentration (Qi,j,k) per time interval in grid-point (i, j, k), where the
indices represent longitudinal, latitudinal and vertical directions respectively. The modification of
ψi,j,k then follows the Leapfrog scheme:

ψt+1
i,j,k = ψt−1

i,j,k + 2∆tQi,j,k

The grid point closest to emission point is assumed to contain the emission grid box. The volume of
this, and therefore the emitted concentration, is dependent on the current resolution of the model.
Hence, the higher the resolution the higher the emitted concentration. This influence of the
resolution on the species concentration is mainly visible close to the source (neighboring grid boxes)
and disappears as the concentration field spreads. The emission rate, location and temporal
development of the emission may be prescribed directly in the code for point source releases. For
areal sources, which are treated as a sequence of point sources, this information may be supplied by
emission files generated from emission inventories. A corresponding emission pre-processor has
been developed in order to generate the necessary emission files. The pre-processor reads the
GEMS-TNO [231] inventory (figure 5.1), unpacks the temporal variations of the species,
implements splitting of the volatile organic compounds, handles unit conversions and prepare the
data on the model grid, accounting for grid rotations. The inventory is in 0.125◦ × 0.0265◦

(longitude × latitude) resolution and provides full geographical coverage for Europe, from Ireland to
Kazakstan and contains 2003 emissions. It includes acidifying pollutants (SO2, NOx, NH3, CO, Non
methane VOCs (NMVOC), CH4 and particulate matter (PM)) and is divided into 10 SNAP (Selected
Nomenclature for sources of Air Pollution) codes (table 5.2).

NOx values are partitioned as 90% NO and 10% NO2. The VOC split follows [220], while the
lumping mechanism used for the NWP-Chem gas-phase chemistry scheme, which is currently the
default scheme in Enviro-HIRLAM, follows the procedure used in RACM (the Regional Acid
Deposition Model [212]). Temporal development of the selected SNAP codes may be either
monthly, weekly, daily or hourly. The procedure for translating monthly emissions into hourly
emissions is accomplished by using the default temporal allocation profiles. These profiles assign
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Figure 5.1: Example of the NOx (NO2 + NO) component of the GEMS-TNO inventory (tonnes/year); ship
tracks are not included in this plot.

Table 5.2: SNAP codes available in the GEMS-TNO
emission inventory.

SNAP code Description

1 Energy transformation

2 Small combustion plants

3 Industrial combustion

4 Industrial processes

5 Fossile fuel production

6 Solvent and product use

7 Road transport

8 Non-road transport and mobile machinery

9 Waste disposal

10 Agriculture

portions of the total monthly emissions to each day of the month and then assign portions of the
daily emissions to each hour of the day. The temporally resolved emission data, containing
contributions from some or all of the SNAP codes, is then reassigned to the model grid (gridded).
The griding procedure proceeds by interpolating between the inventory and model grid, taking the
appropriate area corrections into account in order to conserve species mass. The procedure may be
written as: Qgrid = βQinventory where Q is the emission rate and β is the area correction factor
defined as the ratio of corresponding grid-cell areas in the Enviro-HIRLAM and inventory grid,
assuming that the emission per grid-cell area is the same in the two grids. Output is written to an
external emission file which is read once at the beginning of the Enviro-HIRLAM forecast. All
emission information is kept in memory, so that the mass concentration fields may be updated at a
time interval corresponding to the selected temporal resolution of the emission data.
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Advection
The advective part of the continuity equation (equation 5.3) for chemical species is given as:

Ladvnψ = −∇ · (ψ~v)
stating that the mass concentration of the species can only change in regions of flux convergence or
divergence. Here it has been assumed that the type, density, shape etc. of the species are not of
importance when considering advection. Hence, the problem of advecting the species is well
understood and well described mathematically. There is, however, a problem since the above
equation is non-linear and cannot be solved analytically, except in very idealized situations, where
the wind components are not allowed to evolve freely [242]. The native semi-Lagrangian and
Eulerian advection schemes may be used to advect the species. However, mass conservation of
chemical species is expected to be of great importance to chemistry and therefore these schemes are
not sufficient, when developing an online coupled model [37]. In order to improve mass
conservation the Bott advection scheme is used for chemical species and aerosols, while the
semi-Lagrangian scheme is used for meteorological quantities, thereby, facilitating fast simulation
times. This inconsistency does not seem to cause loss of mass conservation on the short time-scales
considered here [36]. However, it is planned that the model will be used for longer term simulations,
ranging from a month to a year, and in this situation the solution strategy should be reconsidered.
Currently, at the University of Copenhagen, a new scheme for solving the continuity equation, which
is locally mass conserving, is being implemented in Enviro-HIRLAM, thereby removing the
inconsistency. Full consistency is only achieved if the algorithms of the underlying dynamical core
are fully consistent with the solution of the continuity equation for each species. The new scheme
consists of a simple and cost effective method to ensure local (inherent) mass conservation in
traditional semi-implicit (SI), semi-Lagrangian (SL) models and an efficient locally mass conserving
spatial filter. The locally mass conserving SL method (LMCSL) is relatively simple to construct
from existing SL schemes [109, 128]. The LMCSL based dynamical core in Enviro-HIRLAM has
come quite far and the model seems to be able to run stably with realistic results. The main obstacle
in the implementation has been the inclusion of Lagrangian vertical coordinate. The increase in
numerical cost of the new scheme relative to traditional SI-SL schemes is expected to be small,
particularly, when there are several passive tracers.

The SL implementation in HIRLAM is coupled with a two time-level SI time stepping routine. The
air parcels are tracked backwards at each time-step along the trajectories from the forecasted arrival
points to the departure points. Once the departure point is located the concentration value is found
by interpolation from the previous time-level. Considering the Lagrangian form of the continuity
equation the new concentration, at time level n+1 is then given as:

ψn+1 = ψn? + ∆t{ψ∇ · ~v?}n+ 1

2

where ? denotes the departure point and ∆t is the dynamical time-step. A more detailed description
of the SL-SI implementation in HIRLAM is given in [148].

The Bott advection scheme is an Eulerian flux based scheme inspired by the upstream method,
thereby retaining positive definiteness, conservatism and reducing numerical diffusion. In order to
illustrate the implementation of the Bott advection scheme, assume that advection is the only process
of importance:

∂ψ

∂t
= Ladvnψ (5.4)

Using the upstream method one may discretize equation 5.4:

ψn+1
i,j,k = ψni,j,k −

∆t

∆x
(F n

i+1/2 − F n
i−1/2) −

∆t

∆y
(F n

j+1/2 − F n
j−1/2) −

∆t

∆z
(F n

k+1/2 − F n
k−1/2)

www.dmi.dk/dmi/sr09-01 page 34 of 124



Danish Meteorological Institute
Scientific Report 09-01

where (i, j, k) are the longitudinal, latitudinal and vertical indices and F n
i = (ψu)i is the species

mass flux in the longitudinal direction at the center of the grid cells at time n. In Bott’s scheme the
fluxes are defined as:

Fi+1/2 =
1

∆t

∫ xi+1/2

xi+1/2−u∆t
ψidx

where the fluxes are defined identically in the other coordinate directions. hence, Fi+1/2 is the mass
flux through the right hand boundary of the grid-cell in time ∆t and a corresponding expression for
Fi−1/2 may be found by substituting i with i− 1. The distribution of ψi inside the grid-cell is found
by fitting area preserving polynomials of order q. The area under the polynomial in grid-cell i should
equal ψi∆x for mass to be conserved:

ψi∆x =
∫ x1+1/2

x1−1/2

p=q∑

p=0

ai,p

(
x− xi
∆x

)p
dx

where the coefficients ai,p are functions of ψ and may be found by interpolation from the
neighbouring points. Currently, the scheme is implemented with fourth order polynomials in the
horizontal directions and second order polynomials in the vertical (coefficients up to fourth order are
given in [22]. The positive definiteness of the scheme is ensured by requiring that the total flux out
of a grid cell is positive and less than the available mass in the cell. On the lateral boundaries the
advected chemical and aerosol fields are relaxed towards background values, as for the
meteorological fields. The scheme has been extended to three dimensions by using a splitting
procedure, in which the one-dimensional solution scheme is applied alternately in each direction
[150]. In order to assure that the CFL criterion is fulfilled in each direction at each time step the
scheme is typically called three times inside a dynamical time step (at a horizontal resolution of 15
km).

Turbulent mixing
Vertical mixing of aerosols and chemical species is parameterized using the native dry TKE-1
scheme by [48] (denoted the CBR-scheme), the same scheme which is used for all other vertically
mixed quantities. The scheme was originally developed for the Meso-NH model, for both large eddy
and mesoscale simulations, but has been adapted to HIRLAM [226]. The vertical turbulent fluxes of
ψ (Fψ) are defined as:

Fψ = −Kψ
∂ψ

∂z

where Kψ is the turbulent diffusion coefficient. The basic idea when using a TKE scheme is to close
the turbulence calculation by approximating any unknown term in dimensionally correct and
physically consistent model variables. In the CBR scheme the diffusion coefficient is chosen
proportional to a velocity and a length scale which represents the largest transporting eddies. The
velocity scale (vturb) is given as: vturb =

√
E where E represents the TKE. TKE is a prognostic

variable and is computed from the full TKE equation:

∂E

∂t
= −u′w′∂u

∂z
− v′w′∂v

∂z
+

g

θv
w′θv′ −

∂

∂z
(w′E + w′p′/ρ) − ε

where primes denote the turbulent part of the fields (differences from average values) and averages
are denoted by an overbar, g is the gravitational acceleration, θv is the virtual potential temperature
and ρ is the density of air. On the right hand side the first two terms represents shear production of
turbulence, the third term represents buoyancy production and consumption, the fourth term
represents transport by turbulence and pressure forces and ε is the dissipation term, representing the
energy cascade from the largest to the smallest scales. The model solves this equation for E, with
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appropriate boundary conditions, at each time-step. The length scale formulation is the main
difference between the original and the HIRLAM versions of the CBR-scheme. The characteristic
turbulent length scale represents the largest turbulent eddies feeding the energy cascade. Since, the
resolution is not sufficient to resolve the turbulent eddies the length scale must be parameterized.
The formulation used in HIRLAM is based on a combination of length scales for stable and unstable
conditions. Consider an air parcel moving upwards due to turbulence, i.e. in unstable conditions. Let
lup denote the maximum and ldwn the minimum vertical displacements of the air parcel. In HIRLAM
these are parameterized as functions of stability F .

lup =
∫ z

zbottom

F (N2
b )dz′

ldwn =
∫ ztop

z
F (N2

b )dz′

where N2
b is the Brunt-Väisala frequency and ztop and zbottom are the upper and lower boundary of

the mixing domain. For unstable conditions: F (N 2) = αn − αrαdarctan(αdN
2) where αn, αr, αd

are tuning constants ensuring reasonable behaveiour of the scheme in the near neutral and convective
limits. The total length scale in unstable conditions (lint) is given as: l−1

int = l−1
dwn + l−1

int. In the stable
case the length scale (ls) is given as: ls = cm,h

√
E/N where the constant cm,h may differ for heat and

momentum transport, ch = 0.2 and cm = 0.8. The total length scale formulation is then given as:
l−1
m,h = (max(lint, lmin))

−1 + l−1
s where lmin has been introduced to ensure a contineous transition

between the stable and unstable regimes, it is defined as: l−1
min = l−1

limit + (cnκz)
−1 where κ is the

ratio of the gas constant and specific heat for dry air and cn = 3.3−1/2.

Stability parameters and eddy diffusivities are explicitly calculated while the solution of the
diffusion equation is done implicitly. Aerosols and chemical species are implemented as moisture
and cloud water, using the length scale formulation for heat. As lower boundary condition, the dry
deposition flux towards the surface, is used thereby simulating the removal of aerosols and gas
species due to dry deposition.

Convection
The vertical velocity as diagnosed in HIRLAM represents the resolved dynamical velocity, however,
at certain points convection may produce very large vertical velocities (up to 30 or 40 m/s) at
sub-grid scales. As gases heat they become buoyant and start to rise. Similarly, particles caught in
such updraughts may be lifted out of the boundary layer and into the free atmosphere. Convection
plays an important role in moving aerosols into cloud environments and therefore convection of
particles is of importance in the study of cloud/aerosol feedbacks and must be included in the model.

Convection of chemical species and aerosols follows the approach for moisture in the Soft
TRAnsition COndensation (STRACO) scheme, except evaporation and condensation of water vapor
from aerosols is not accounted for, i.e. they are passively convected. Here the features relevant to the
species and aerosols are described, for a detailed description of the STRACO scheme see [226].

Convection and associated condensation and evaporation is dependent on both resolved and sub-grid
scale vertical motion. Hence, the computations of convective processes is also dependent on the
formulation of model dynamics and vertical diffusion. The vertical diffusion accounts for small scale
vertical transport through the boundary layer, while the convective parameterization described
vertical transport up to the depth of the troposphere.

The STRACO scheme relies on moisture budget closure, i.e. it is assumed that convective activity
proceeds only if there is moisture convergence. In the current development version of STRACO, this
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constraint is being relaxed and convection in strongly unstable situations without moisture
convergence is allowed. Convection may be triggered from any level in the model using trigger
perturbations for temperature (T ) and specific humidity (q):

∆T =
1

a1 + a2

√
DT

∆X

∆q =
1

a3qk
√

∆X
DT

where a1 = 0.6 K−1, a2 = 0.5 K−1, a3 = 0.02 K−1 and DT = 104 m. When triggered the scheme
proceeds by determination of the vertical extent of the convective cell by adiabatic cloud parcel
lifting. It is assumed that the parcel remains saturated, at the saturation specific humidity, at the
corresponding temperature which evolves during the lifting process and due to lateral entrainment
until the buoyancy becomes negative. The vertical redistribution of the vertically integrated
concentration then proceeds according to the lateral entrainment. The change in aerosol or chemical
species mass concentration inside the convective cell is calculated according to the convective
equation:

∂ψ

∂t
=

(
∂ψ

∂t

)

dyn

+

(
∂ψ

∂t

)

turb

+ Q̂ψ
Fψ

F̂ψ
+ Sψ

where (∂ψ/∂t)dyn and (∂ψ/∂t)turb are the provisional values of the changes due to dynamics and
vertical diffusion, Q̂ψ is the total concentration source vertically averaged over the convective cell,
Sψ represents entrainment through the cloud top, while Fψ is the redistribution function, describing
the vertical variation of convective concentration supply, accounting for lateral entrainment: Fψ =
ψc− ψe, where ψc is the concentration inside the convective entity and ψe is the corresponding stable
environment value at the same level. F̂ψ is the vertically averaged distribution function.

Clouds and indirect effects
The STRACO convection scheme describes the redistribution of temperature, specific humidity,
cloud condensate and chemical and aerosol species inside the convective entity, however, it also
accounts for the sub-grid scale distribution of humidity. In both the unstable (convective) and stable
(stratiform) cases the humidity varies according to a probability distribution function (PDF). For
some cloud condensate the cloud cover is defined as the saturated fraction of the grid box and is,
therefore, defined in terms of the PDF. In the convective case a rectangular asymmetric PDF is
employed resulting in the following expression for the cloud cover:

f =
1

1 +
√

qs−q
qc

if qs ≥ qtot

f =
1

2
+
qtot − qs
2Acqtot

if qtot(1 − Ac) ≤ qs and qs < qtot

f = 1 if qs < qtot

where Ac is a dimensionless parameter defining the width of the PDF, qs is the saturation specific
humidity, where saturation is calculated with respect to the temperature inside the convective entity,
q is the grid-cell mean specific humidity, qc is the grid-cell mean specific humidity inside the
convective entity and qtot is the grid-cell mean total humidity, i.e. qtot = q+ qc. For a stratiform cloud
cover a symmetric rectangular PDF is used resulting in the following expression for the cloud cover:

f =
1 + Ast − qs/qtot

2Ast
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where saturation is calculated with respect to the grid-cell averaged temperature and Ast is the
amplitude of the PDF. For values below zero or above one f is reset to zero or one respectively.
For the calculation of formation and fall-out of precipitation a description of cloud micro-physics is
needed, this is also provided by the STRACO scheme. The description of cloud microphysics in the
STRACO scheme is based on the Sundqvist parameterization [216, 217, 218]. STRACO has been
extended to include the effects of cloud drop number concentration and characteristic droplet radius
r, by combining the autoconversion term for cloud water from [188] with the existing formulation in
the STRACO scheme [198]. In STRACO precipitation release is written Gp = Φqc(1 − exp(−X2))
where X = q̂c/µ and q̂c = qc/f is the in-cloud specific cloud condensate. The Φ term is defined as:
Φ = Φ1Φ2Φ3Φ4 where Φ2 describes the effect of collision/coalescense and the Bergeron-Findeisen
mechanism, Φ3 expresses a temperature dependency at cold temperatures, Φ4 is height dependent
and describes an enhanced sedimentation of cloud droplets from fog (clouds at very low levels) and
Φ1 is the autoconversion term which is now defined as:

Φ1 = Cl,outq̂c
ρa
ρw

(
q̂c
ρa
ρw
N
) 1

3H(r − r0)

Here ρa represents air density, H is the Heavy-side step function, Cl,aut is a constant [188], reff is
the cloud droplet effective radius (ratio of total droplet volume to total droplet surface area and r0 is
a constant threshold drop radius (currently fixed at 5 µm following [188]). For water clouds reff
follows [144]:

reff = [(3ρaqc)/(4πNρw)]1/3 (5.5)

Rasch and Kristjansson refer to a need of reducing the term Φ1 by an order of magnitude to obtain a
sufficiently damped autoconversion when precipitation release is not well developed. Here the
Sundqvist term (X) as given above has been introduced in order to achieve the same effect in a more
physically based way. The effect of the X term is to make precipitation release less efficient at small
amounts of in cloud condensate. The parameter is affected by the denominator µ which implies
increasing X with increasing precipitation release entering the grid-box from above and depends on
the temperature. N represents the cloud droplet number concentration, which, assuming a natural
background CCN concentration, is fixed at 108 m−3 over marine regions and 4 · 108 m−3 over
continental areas. Herein lies a possibility to parameterize the second indirect effect. By perturbing
the natural background value of N with an anthropogenic component, precipitation release would be
delayed and cloud lifetime and cloud cover would be affected (the second indirect effect is discussed
in detail in chapter 5). Hence, N = Nback +Nanthr where Nback depends only on surface type and
represents the natural background and Nanthr, represents the anthropogenic component, and is
calculated using input from the aerosol module and a parameterization directly connecting sulfate
aerosol number concentration (Naero) and cloud droplet number concentration (Nanth) [26]:

Nanth = N0.48
aero108.06 over continental areas

Nanth = N0.26
aero102.24 over marine areas

Since the use of the Rasch-Kristjanson autoconversion formula in STRACO has not been properly
verified it is necessary to compare the accumulated precipitation of a simulation with the new
formula with an identical simulation using the standard STRACO scheme. If the accumulated
precipitation does not differ significantly between the two simulations it is likely that the new
formula performs reasonably well at least in the simulated case. Figure 5.2 displays an example of a
comparison between the new and old formulation for the simulations presented in chapter 5.
A similar approach is followed in order to parameterize the first indirect effect. Cloud radiative
properties are parameterized on basis of the cloud droplet effective radius. The parameterization is
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Figure 5.2: Accumulated precipitation (mm) over 24 hours (30 June 2005 at 00 UTC to 1 July 2005 00
UTC) from simulations using the new (left) and old (right) STRACO autoconversion formulations. The
horizontal resolution is 0.05◦ × 0.05◦. The case is described in more detail in chapter 5.

based on a five band radiative transfer model [200] and for clouds the shortwave absorptivity (Â) and
transmissivity (T̂ ) are:

Â = b10(b11 + cos(θ))log(1 + b12M̂) (5.6)

T̂ =
T̂1

T̂1 + M̂
(5.7)

where T̂1 = b13(b14 + cos(θ)) and θ is the solar zenith angle and M̂ is a modified cloud condensate
content. At a given level it is defined as:

M̂ = f−1
max

∫ ztop

z
qc(z′)f(z′)dz′

where ztop is the top model level and fmax is the maximum cloud cover in the column. The
parameters b10 and b13 depends on the effective cloud droplet radius, which is defined in equation 5.5
for water clouds and in [169] for ice clouds. For the shortwave they are defined as:

b10 = b10areff + b10b

b13 = b13areff + b13b

where b10a, b10b, b13a and b13b are constants. The values of all the b-parameters in equations 5.6
and 5.7 can be found in appendix 2. Hence, the same approach as for the second indirect effect may
be followed and the natural background cloud droplet number concentration may be perturbed by the
anthropogenic fraction, while keeping qc unchanged. This will lead to a decrease in the cloud droplet
effective radius and a corresponding decrease in Â and T̂ and an increase in the reflected fraction of
the incoming shortwave radiation, i.e. a whitening of the cloud [243].

Deposition mechanisms
Dry deposition refers to the processes by which gases and aerosols are removed from the
atmosphere, in the absence of precipitation, at the atmosphere - surface interfaces (such as canopy,
leafs, trees, water surfaces, grass surfaces etc.). Wet deposition refers to the processes by which
gases and aerosols are removed from the atmosphere due to precipitation release. Below-cloud
scavenging is the process whereby ambient gases and aerosols receding below cloud base are
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removed by rain or snow fall while in-cloud scavenging is the processes by which gases and aerosols
receding inside the cloudy environments are removed. Both dry and wet deposition is known to be of
importance when modeling the distribution of aerosol and chemical species and therefore their
effects must be accounted for in the model.

Dry deposition

There are two aspects which must be considered when modeling dry deposition; the transport of the
aerosols or gases from the atmosphere to the reacting surface and the interaction with the surface.
The small scale transport from the near surface environment to the surface can conceptually be
viewed as occurring in two steps. During step one the particles are transported from the atmosphere
across the surface layer and into the laminar sub-layer1. The governing processes are vertical mixing
and gravitational settling. Step two accounts for transport across the laminar sub-layer onto the
surface. Brownian diffusion and gravitational settling are governing processes but also phoretic
effects, impaction and interception are relevant in this region. Once at the surface species specific
interactions may take place. The dry deposition velocity is defined as:
vid(x, y, t) = −Fi(x, y, t)/ψi(x, y, z = zr, t) where Fi is the flux of species i from the atmosphere to
the surface (downward flux is defined to be negative) at position x, y with z = zr a reference height,
taken to be the lowest full model level and t a time variable. Defined in this manner
parameterizations of vid will yield the requested flux. Following [236] vid is parameterized using an
an electrical analog; the resistance approach. The dry deposition velocity may then be written as
vid = 1/ritotal where ritotal is the total resistance of species i to dry deposition. This parameterization
is convenient because the total resistance may be split into component resistances, representing
different parts of the atmosphere, which are coupled in series. By coupling the resistances in parallel,
mass transport can occur through parallel paths, such as through plant stomata and leaf surfaces.

The dry deposition flux to the surface provides the lower boundary condition for the vertical
diffusion of gases and aerosol number and mass concentration (zero’th and third moment of the size
distribution). Deposition is done in each aerosol size mode separately (see aerosol section below)
using the deposition velocity for the mass concentration as described below and using the geometric
mean radius of each aerosol mode as the aerosol size. Considering the fluxes of aerosols through
each of the layers one may derive an expression for rtotal, where i is now omitted, since, aerosol
species are only distinguished by their size, it follows:

vd =
1

rtotal
= (ra + rb + rarbvg)

−1 + vg

Hence, the deposition velocity of the aerosols may be viewed as the reciprocal of three resistances in
series and one in parallel. In this expression ra is termed the aerodynamic resistance describing the
turbulent transfer of particles to the laminar sub-layer, rb is the resistance to Brownian diffusion
across the laminar sub-layer, rarbvg is an artifact of the equation manipulation and vg is the
gravitational settling velocity.

Gravitational settling, vg, is calculated according to the size of the aerosols using Stoke’s law in the
laminar regime or an iterative procedure in the intermediate or turbulent regime [162]. The
Cunningham correction factor accounts for non-continuum effects, while parameterizations of ra
and rb follows [236, 248] and is generally dependent on atmospheric stability, land-use, friction
velocity, wind speed, kinematic viscosity and Brownian diffusivity. For gas-phase species vg = 0
and the term rarbvg is replaced by rs which describes the surface resistance due to direct

1here the laminar sub-layer describes the lowest part of the surface layer, starting a few centimeters above the surface,
where molecular transport dominates turbulent fluxes
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species-surface interaction, this term is zero for aerosols since they are assumed to stick to the
ground once impacted. Resuspension of aerosols could be implemented by adjusting this parameter,
but this has not been included in the present version of the model. The resistance should represent
the major serial and parallel deposition pathways. Over land these include the stomata and
mesophylic pathways into active plants (rplant), the canopy pathway (rcanopy) and the pathway
directly into the ground (rground), therefore:

rs =
1

rplant + rcanopy + rground

The resistance of deposition in plants is considered to consist of two parallel pathways, represented
by the stomatal and mesophylic resistances (rst and rm respectively), so that rplant = 1/(rst + rm).
The canopy resistance is splitted into the upper canopy (ruc) and the lower canopy which includes
two parallel paths, the resistance to buoyant convection (rdc) and the resistance to uptake in leaves,
twigs and other exposed surfaces (rcl). For the canopy rcanopy = 1/rup + 1/(rdc + rcl) is used. The
ground resistance comprises two parallel paths, a transfer resistance due to processes which is only
dependent on canopy height (rac) and a resistance against uptake in soil, leaf litter, etc. on the
ground (rgs). The ground resistance may then be written rground = 1/(rac + rgs). Following [236]
these resistances are typically dependent on season and land-use and in Enviro-HIRLAM they are
adjusted for solar insolation and surface wetness. Following [204] the surface resistance over water
is given as:

rs =
1

3.9 × 10−5HTsu∗

where Ts is the surface temperature, H is the effective Henry’s law constant and u∗ is the friction
velocity.

Wet deposition

Wet deposition processes are parameterized via the scavenging coefficient Λi(x, y, z, t):

∂ψi
∂t

= −Λiψi

and is carried out for gases and in each aerosol mode separately, using corresponding species
dependent scavenging coefficients. Dissolution of gases in aqueous aerosols, involves the iteration of
a thermodynamic equilibrium between gases and aerosol water as is described in the aerosol section
below. In-cloud and below-cloud scavenging of aerosols by rain is dependent on the aerosol radius
and rain rate and follows the extensions in [9]:
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Λ = α0q
0.79, r ≤ 1.4 µm

Λ = (β0 + β1r + β2r
2 + β3r

3)(α1q + α2q
2), 1.4 µm < r < 10 µm

Λ = α1q + α2q
2, r ≥ 10 µm

Here α0 = 8.4 10−5, α1 = 2.7 10−4, α2 = −3.618 10−6, β0 = −0.1483, β1 = 0.3220133,
β2 = −3.0062 10 − 2, β3 = 9.34458 10−4. Rain-out of aerosols in the stratiform case may be
simulated as above for 1.4µm < r < 10µm and in the convective case Λ = α3q

0.79, with
α3 = 3.36 10−4. Snow scavenging below cloud base and scavenging between cloud top and cloud
base follows [145] Λ = αqβ, with α = 3.36 10−4 and β = 0.79 in the convective case and
α = 8.0 10−5 and β = 0.305 in the stratiform case.
For gases there are two main mechanisms regarding the scavenging of ambient gases; they may be
removed by uptake in falling precipitation (both in-cloud and below-cloud) and they may be
removed by dissolution in cloud water which is sub-subsequently scavenged by precipitation
(in-cloud). The parameterization of Λ for these processes follows [205]. Assuming that the ambient
gases are ideal and that a steady-state equilibrium exists between the gaseous and aqueous phases in
cloudy grid-boxes, the fraction of dissolved gas is given by: ψaqi /ψ

gas
i = Hi, where Hi is the Henry’s

law constant adjusted for temperature, ψaqi the aqueous phase concentration (dissolved in cloud
water) and ψgasi the remaining gaseous concentration. The temperature dependence of the Henry’s
law constant may be expressed as: Hi = kiRT exp[A(1/T0 − 1/T )] where ki (M/atm) is the
Henry’s law constant for species i, T (K) is temperature, T0 = 298K, R is the ideal gas constant and
A (K) is the temperature dependency factor.

Considering the scavenging of gases by rain, the residence time of a rain drop in a given gird-box is
to short to establish an equilibrium between the ambient gases and the rain water, therefore, the
transfer of gas into the rain water must be calculated explicitly. The rate of transfer of a gas to a drop
of water is given as W = Kc(Hiψ

gas
i − ψaqi ), where Kc the mass transfer coefficient [?]SP), is

defined as:

Kc =
Dg

dd


2 + 0.6

(
vdDd

ν

)1/2
(
ν

Dg

)1/3



where Dg and ν are the gas and air molecular diffusivity, vd is the drop fall speed and dd is the drop
diameter. The drop diameter and fall speed may be related to rain rate q(x, y, z) (mm/hr) via
dd = 9 · 10−4q0.21 and vd = 3100 dd [203, 205]. The tendency of ψaqi may be represented by the
mass balance:

1

6
πd3

d

dψaqi
dt

= πd2
dW

Assuming that the ambient gas concentration, pH and rain drop size are constant throughout a model
layer of height ∆z (m) and that ψaq,0i is the aqueous concentration at the top of the layer, the mass
maq
i scavenged by a drop falling through the layer becomes:

maq
i =

1

6
πd3

d(Hiψ
gas
i − ψaq,0i )

[
1 − exp

(
6Kc∆z

ddvdHi

)]

after integration over z. The rain drop number concentration, Nd [m−3] may be parameterized in
terms of precipitation rate:

Nd =
2.8 · 10−7q

πd3
dvd/6

Multiplyingmaq
i by Nd and dividing by the ambient gas concentration ψi and the time it takes for the

drops to fall through ∆z yields the scavenging rate of in-cloud ambient gases due to uptake in falling
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rain: following [205] the scavenging coefficient for in-cloud scavenging of ambient gases becomes:

Λg,in
i (x, y, z) =

2.8 · 10−7q

ψi∆z
(Hiψ

gas
i − ψaq,0i )

[
1 − exp

(
6Kc∆z

ddvdHi

)]

where ∆z is the layer thickness, ψaq,0i is the aqueous concentration at the top of the model layer
under consideration, dd is the rain drop diameter and vd is the fall speed. The drop diameter and fall
speed are related to q using the parameterization by [203]. Similarly, the scavenging rate due to
uptake of ambient gases in rain below cloud base becomes:

Λg,below
i (x, y, z) =

2.8 · 10−7q

ψi∆z
(Hiψi − ψaq,0i )

[
1 − exp

(
6Kc∆z

ddvdHi

)]

so that all the ambient gas is affected by the falling rain.

The fraction of the gases dissolved in cloud water may be scavenged by collection of cloud droplets
by falling rain drops. A falling rain drop sweeps a volume V = (dd + dc)

2vdπ/4 where dc is the
cloud droplet diameter. Assuming dd >> dc the number of droplets inside V may be found as
d2
dvdNdπ/4 and assuming a collection efficiency E = 0.9 [205] and multiplying by the aqueous to

ambient concentration ratio, the scavenging coefficient becomes:

Λl,in
i = 4.2 · 10−7Eqψ

aq
i Lc

ψiρwdd

where Lc is the cloud water content and ρw is the water density. The total in-cloud scavenging of
ambient gases then becomes Λin,tot

i = Λg,in
i + Λl,in

i

Chemical mechanisms
The NPW-Chem mechanism was developed at DMI for usage in online coupled models, where the
number of species may be a limiting factor due to memory and cpu-time consumption. Hence, the
philosophy has been to develop a scheme that describes the basic chemistry of volatile organic
compounds (VOCs) photo-oxidation, nitrogen oxides, ozone and sulfur while using as few species as
possible. These reactions have been chosen because of their importance in aerosol formation and as
air pollutants. The organic chemistry has been significantly reduced, compared to other schemes
such as RACM [213] or SAPRC-07 [34], and VOC emissions are described by only HCHO and a
lumped variable HC representing all remaining organics.

The quasi steady state approximation (QSSA) is used for solving the chemical equations [86].
Consider the equation describing the evolution of the concentration field, ψi, of some species i:

dψi
dt

= Pi(t) − Li(t)ψi (5.8)

where P and L are the production and loss terms and all variables depend on their spatial indices
(not shown in the equation). Assuming that each equation in 5.8 are independent and following it is
found that for ∆tL > 10, i.e. the lifetime of the species is smaller than the time step, the steady state
solution (dψi/dt = 0) may be used. In this case:

ψi(t + 1) = Pi(t)/Li(t) (5.9)

Using a first order forward Euler algorithm, the solution to equation 5.8 becomes:

ψi(t+ ∆t) = ψi(t) + ∆t(Pi − Liψi(t)) (5.10)

www.dmi.dk/dmi/sr09-01 page 43 of 124



Danish Meteorological Institute
Scientific Report 09-01

Table 5.3: Gas-phase chemical reactions in NWP-Chem.

Reaction type Reaction

Photolysis

1 NO2 + hv → O(3P ) + NO

2 O3 + hv → O(1D) + O2

3 HCHO + hv → 2 HO2 + CO

4 HCHO + hv → H2 + CO

Inorganic

5 O(3P ) + O2 → O3

6 O(1D) + N2 → O(3P ) + N2

O(1D) + O2 → O(3P ) + O2

7 O(1D) + H2O → HO + HO

8 HO2 + NO → NO2 + HO

9 O3 + NO → NO2 + O2

10 CO + HO → HO2 + CO2

11 HO + NO2 → HNO3

12 HO2 +HO2 → H2O2 + O2

13 HO2 + HO2 + H2O → H2O2 + H2O + O2

Organic

14 HC + HO → RO2 + H2O

15 RO2 + NO → HCHO + HO2 + NO2

16 HCHO + HO → HO2 + CO + H2O

17 RO2 + HO2 → ROOH + O2

18 RO2 + RO2 → prod

Sulfur

19 HO + SO2 → H2SO4 + HO2

This algorithm is stable for ∆tLi < 0.01. For 0.01 < ∆tLi < 10 is is assumed that Pi and Li are
constant over the time step equation 5.8 reduces to a first order ordinary differential equation with
constant coefficients which may be solved analytically:

ψi(t+ ∆t) = Pi/Li + (ψi(t) − Pi(t)/Li(t))exp(−Li(t)∆t) (5.11)

In order to increase accuracy for species in instantaneous equilibrium with other species (such as HO
and HO2) five iterations are performed in each time step. The concentration of the radicals HO,
O(1D) and O(3P ) is always low and they are assumed to be in steady state and equation 5.9 is used.
The chemical mass imbalance is reduced to avoid time steps which are too small, by introducing the
following lumpings [86, 78]: [O3NO]=[O3]-[NO], where the square brackets indicate a
concentration and [NOx] = [NO] + [NO2]. The lumping species are solved for using equation 5.10
and 5.11. The concentration of O3, NO and NO2 are then estimated as follows. [NO] is found using
equation 5.11 and if [O3] > [NO] it is found that [O3](t + ∆t) = [O3NO](t+ ∆t) + [NO](t + ∆t).
For [O3] < [NO], [O3] is calculated according to equation 5.11 and NO follows from [NO](t + ∆t)
= [O3](t + ∆t) - [O3NO](t + ∆t). The NO2 concentration is calculated according to:
[NO2](t + ∆t)=[NOx](t+ ∆t)-[NO](t + ∆t).
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Aerosol dynamics
The default aerosol module in Enviro-HIRLAM has been taken from the CAC
(Cloud-Aerosol-Chemistry)-model [77], used for operational ozone forecasting at DMI. It is based
on the modal description of the particle distributions as developed by (Whitby and McMurry, 1998).
The aerosols are divided into three size modes, the nuclei mode (i) consisting of aerosols generated
by nucleation (typical diameter 0.01 µm), the accumulation mode (j) consisting of aged aerosol and
cloud condensation nuclei (typical diameter 0.1 µm), and the mechanically generated coarse mode
(c) (typical diameter 10µ m). The definition of the k’th moment, Mk, of the distribution is:

Mk =
∫
dkn(ln d)d(ln d)

where n is the aerosol size distribution and d is the aerosol diameter. Following [238] it is assumed
that the size distribution in each mode is log-normal:

n(ln d) =
N√

2π ln σg
exp


−1

2




ln d
dg

ln σg




2



where N is the number concentration, dg is the geometric mean diameter and σg is the geometric
mean standard deviation for the modes. This assumption closes the equations and the k’th moment
of each mode may be written:

Mk = Ndkgexp

(
k2

2
ln2 σg

)

M0 represents the total number concentration in a given mode, M2 is proportional to the total aerosol
surface area and M3 is proportional to the total aerosol volume and therefore to the total aerosol
mass concentration. Assuming that σg is constant in time, prediction of two moments, M0 and M3,
allows the number and mass concentration as well as geometric mean diameter to be diagnosed.
Hence, in this model formulation it is sufficient to advect the M0 and M3 modes. The model may
now be formulated in terms of the effect of the aerosol dynamical processes on the moments of the
size distribution. For accumulation mode the rate of change for the k’th moment becomes:

∂Mkj

∂t
= Gkj − Ckjj + Ckij + Ekj

where Gkj is the condensation growth term, Ckjj represents the moment loss due to intra-mode
coagulation, Ckij is the gain in moment due to inter-mode coagulation and Ekj represents primarily
emitted accumulation mode aerosols. A similar equation governs the rate of change of the k’th
moment in nuclei mode:

∂Mki

∂t
= Ṁki +Gki − Ckii − Ckij + Eki

where Ṁki is the production rate of the k’th moment due to nucleation. For the coarse mode it si
found:

∂Mkc

∂t
= Ekc

Under the assumption of log-normal size distributions analytical expressions may be found for the
terms on the right hand side of the above equations and we can solve for the evolution of the number
concentration and mass concentration for each mode. Advection, convection, diffusion and
deposition of these modes proceeds as explained in the previous sections.
Emissions of sulfate aerosols are estimated from the GEMS-TNO inventory from PM2.5 and PM10;
as an example table 5.4 shows the relative distribution of sulfate in PM10 and PM2.5. The
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Table 5.4: Example of composition of particulate matter.

SNAP code PM10 Sulfate percentagea PM2.5 Sulfate percentage

1 10 15

2 2 2

3 7 10

4 2 3

5 0 0

6 0 0

7 1 1

8 2 3

9 0 0

10 0 0

aMass percentage of sulfate in PM10 and PM2.5 aerosols for each SNAP code; see
table 5.2 for an explanation of the SNAP codes.

contribution to the zero’th (k = 0) and third (k = 3) mode then follows from:

E3n =
6

π

En
ρn

E0 =

∑
nE3n

d3
gexp(−9

2
ln2σg)

where En denotes the emission rate of aerosol species n.

Homogeneous nucleation follows [123] and both nucleation and accumulation mode aerosols may
grow by condensation thereby affecting mass concentration. A general expression for Gkj is given
as:

Gkj = ∇ ·
∫ ∞

0

dk∇nj(d)dd

For H2SO4-H2O aerosols the water mole fraction (χ), in a given mode, follows [239]:

χj =
χpar

1 + dpar/dg,j

where dpar represents a critical diameter at which the Kelvin effect becomes substantial and χpar is a
limiting value for large particles. The two parameters are found by fitting to experimental values and
depends on relative humidity (see [239] for values).

Coagulation of aerosol particles is also accounted for and is expected to be particularly important for
low humidity and low geometric mean diameter. Following [238] the inter and intra-mode
coagulation terms for accumulation mode may be expressed as:

Ckij =
∫ ∞

0

∫ ∞

0

(d3
1 + d3

2)
k
3β(d1, d2)ni(d1)nj(d2)dd1dd2

−
∫ ∞

0

∫ ∞

0

dk2β(d1, d2)ni(d1)nj(d2)dd1dd2

Ckjj =
1

2

∫ ∞

0

∫ ∞

0

(d3
1 + d3

2)
k
3β(d1, d2)nj(d1)nj(d2)dd1dd2

−
∫ ∞

0

∫ ∞

0

dk1β(d1, d2)nj(d1)nj(d2)dd1dd2

www.dmi.dk/dmi/sr09-01 page 46 of 124



Danish Meteorological Institute
Scientific Report 09-01

where β is the Brownian coagulator kernel (equation 5.1). Using the log-normal size distribution, as
defined above, the integrals reduce to:

Ckij = NiNjFkij

Ckjj = N2
j Fkjj

where Fkij and Fkjj depends only on dg and σg for the accumulation mode. The equation describing
the time evolution of Nj may then be written:

∂Nj

∂t
= E0 −N2

j F0jj (5.12)

where E0 refers to the emission into accumulation mode. The solution to this logistics type equation
for E0 6= 0 is:

Nj(t) =
α(1 − γexp(2αt))

F0jj(1 + γexp(2αt))

where α =
√
F0jjE0 and γ = (α− F0jjNj(t0))/(α+ F0jjNj(t0)). For E0 = 0 the solution reduces

to:

Nj(t) =
Nj(t0)

1 + F0jjNj(t0)t

Similar equations may be derived for the nuclei mode, where an additional production term must be
included in the tendency equation for Ni in order to account for nucleation and a loss term must be
added due to inter-mode coagulation:

∂Ni

∂t
= E0′ −N2

i F0ii −NjNiF0ij

where E0′ represents primary and secondary production of nucleation mode particles. Since, the
derivation of the solution in nucleation mode is almost identical, the formulation is not described
here. Note that a production term due to inter-mode coagulation is not accounted for in
equation 5.12, due to the general assumption that the coagulation of a small and a large particle leads
to loss of a small particle, but not to a gain of a large particle, i.e. the large particle already existed.
There is, however, a transfer of mass from nuclei to accumulation mode and the tendency equation
for the mass concentration (φ) in nucleation and accumulation mode becomes:

∂φi
∂t

= Pi − Lφi

∂φj
∂t

= Pj + Lφ

where Pi is a production term due to emission, nucleation and condensation, Pj is a production term
accounting for emission and condensation and L = NiNjF3ij/M3i describes the transfer of mass due
to inter-mode coagulation. Holding the coefficients constant for a time step and using an Eulerian
forward step the solution becomes:

φ(t) =
P

L
+
(
φ(t0) −

P

L

)
exp(−Lt)
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Table 5.5: Gas-aerosol equilibrium reactions
included in Enviro-HIRLAM.

Number Reaction

1 SO2(g) ⇀↽ SO2(aq)

2 SO2(aq) + H2O(aq) ⇀↽ HSO−

3 + H+

3 HSO−

3
⇀↽ SO2−

3 + H+

4 H2SO4(aq) ⇀↽ HSO−

4 + H+

5 HSO−

4
⇀↽ SO2−

4 + H+

6 NH3(g) ⇀↽ NH3(aq)

7 NH3(aq) + H2O(aq) ⇀↽ NH+
4 + HO−

8 HNO3(g) ⇀↽ HNO3(aq)

9 HNO3(aq) ⇀↽ NO−

3 + H+

10 NH4NO3(s) ⇀↽ NH+
4 + NO−

3

11 (NH4)2SO4(s) ⇀↽ 2 NH+

4 + SO2−

4

Aerosol thermodynamic equilibrium
Many gas-phase species are water soluble and sulphate and ammonia together with water take part in
binary/ternary nucleation. In order to consider these processes a simplified liquid-phase equilibrium
mechanism, with the most basic equilibria, is included in NWP-Chem. At present this equilibrium
module is solved using the analytical equilibrium iteration (AEI) method [98]. The reactions are
summarized in table 5.5 (equilibria containing anthropogenic organic compounds is planned to be
included in the furture).

The thermodynamic equilibrium between gases and aerosols must be solved iteratively and poses a
potential problem for online models, since the convergence cannot always be guaranteed within a
reasonable amount of time. The AEI method is designed to eliminate iterations of the individual
equilibria (table 5.5), but not among all the reactions. The solutions found by this scheme are
identical, to within several decimal places, to those found by methods where all iterations are
accounted for, such as the mass flux iteration method [98], however, the AEI method is significantly
faster. To illustrate the solution method consider a reaction of the form: D(gas) ⇀↽ A(aq) and let ψD
and ψA denote the concentrations (mol cm−3

air) in the gas and liquid phase respectively. Assuming
equilibrium an equilibrium constant Kr may be defined as:

ψA
ψD

=
ψA,0 + ∆Xfin

ψD,0 − ∆Xfin
= Kr

where the subscript 0 indicates initial values and Kr is in mol mol−1, i.e. a fraction of compound D
is moved to the liquid phase. Solving this equation one finds: ∆xfin = (CD,0Kr − CA,0)/(1 +Kr)
which is then substituted into the above equation to obtain the converged solution. For this type of
reaction the Kr is defined as: Kr = mAcwMwRT/pD where cw and Mw are the aerosol liquid water
content and molecular weight of water respectively, R is the gas constant, T is temperature, pD is the
vapor pressure of compound D and mA is the molality of compound A. For a series of reactions
∆Xfin is found for the first reaction and used as input for the next etc. at the end the convergence
criteria, that the percentwise change in species concentration is less than 0.001% is checked, if it is
not fulfilled the iteration procedure is carried out again.
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Initial and boundary values
Initial and boundary conditions for the meteorological fields have already been described, this
chapter contains a description of the initial and boundary values for chemical and aerosol fields.
Since detailed information about the vertical profiles of all the chemical species are not readily
available, Enviro-HIRLAM uses idealized climatological profiles for initialization if measurement
data is not available. Following the procedure in WRF-CHEM the initial profiles for NOx and HNO3

is taken from the NALROM chemistry model [172], for clean northern hemisphere mid-latitude
conditions, while the profiles for O3 and SO2 are measurement based, taken from the New England
Air Quality Experiment [117] (figure 5.3). For the rest of the species climatological values along
with a latitudinal, land-use and temporally dependent formulation from [78]. Aerosol number and
mass concentration in nuclei and accumulation mode is taken from the climatological values in
[205]. Following [97] the number and mass concentrations in each mode decays exponentially
upwards so that a 20’th of the surface value is reached around 850 hPa.
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Figure 5.3: Initial vertical profiles for NOx, HNO3, SO2 and O3, from the NALROM chemistry model and
the New england Air Quality Experiment, currently used in ENviro-HIRLAM.

In the simulations presented in this thesis inflow across the lateral boundaries was neglected,
however, in a routine production environment the inflow would be generated by an outer nesting and
treated as the meteorological fields during the boundary preprocessing. In the boundary zone the
fields are relaxed towards the imposed field. In the absence of an imposed field they are relaxed
towards a clean background as specified by the initial conditions. The surface boundary conditions
are specified in the vertical diffusion routine and depends on the dry deposition flux of a given
species as well as the emission strength of that species:

(
vdψ − kψ

∂ψ

∂t

)

z=klev

= E

where E is the emission rate of the species and klev represents the lowest model layer. In the top of
the atmosphere, which is at approximately 10 hPa the boundary condition becomes reflecting:

kψ

(
∂ψ

∂t

)

z=1

= 0

where z = 1 represents the upper most full model level. This condition is not believed to be of
relevance, since the troposphere is far removed from this boundary.

Spin-up
Spin-up refers to the time it takes before the meteorological or chemical fields become independent
of the initial conditions. It is basically the time it takes for a signal on the boundary to traverse the
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domain. Hence, the spin-up time may be estimated as: ∆x/umax, where umax is a measure of the
maximum wind speed in the x-direction, but the use of dampers and filters on the initial fields may
shorten this period. The effect of the initial conditions in the total solution for, e.g. the concentration
of a chemical species, decays exponentially in time [205], however, the decay constant (rate of
decay) may vary substantially between different types of chemistry schemes. After the spin-up
period the concentration values are mainly dependent on emissions, boundary conditions, transport
and chemical transformations. The spin-up may, also be estimated from plots of the temporal
development of a given field in various points, since the tendency in such a plot should be zero as an
equilibrium is reached. Considering the spin-up of meteorological fields in a limited area model, the
absolute value of the three-hourly domain averaged surface pressure tendency (NN ):

NN =
1

Nmax

Nmax∑

n=1

∣∣∣∣∣
∂ps
∂t

∣∣∣∣∣

where Nmax is the total number of grid-points in the domain, is a basic measure of the high
frequency noise, i.e. surface fields are not expected to vary at high frequency, in a simulation. For a
well balanced field NN should be approximately 1 hPa/3h; figure 5.4 displays an example of a
simulation, presented in chapter 5 (the reference simulation, denoted REF), that does not employ
digital filtering initialization. In this case digital filtering could shorten the spin-up time
substantially, a feature which is important when executing the short-range model in operational
cycles. Since the digital filter is computationally heavy, i.e. takes up a substantial part of the total
forecast time at any forecast length, and since chemical spin-up is longer, it has been switched off.
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Figure 5.4: Domain averaged absolute change in surface pressure over three hours (NN) (hPa/3h) versus
forecast hour for the reference run (green) and an identical run except it includes the first and second indirect
effects. These results are discussed in chapter 5.

For meteorological fields the spin-up time is mainly established by transport processes in the
atmosphere. When including chemistry in an online model these processes will also affect the
spin-up time of the chemical and aerosol species, however, the reaction times are also of importance
in reaching equilibrium between the chemical species. Therefore, the spin-up time of the combined
system will depend on the reactions included in the chemical solver, i.e. slow reaction rates produces
longer spin-up times than fast reactions. If the initial chemical state of the atmosphere is far from
equilibrium, e.g. if all gas-phase species are initialized to zero (and emissions are included), the
spin-up time may be several days and hence, much longer than for the pure meteorological fields.
The thermodynamic equilibrium between aerosols and gases is essentially an iterative one and
therefore the spin-up time may also be affected by the choice of convergence criteria in this solver.
For online coupled models where chemical, aerosol and meteorological fields must reach a balanced
state also through feedbacks the spin-up time may be even longer. In my experience with
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Enviro-HIRLAM it is always found that the chemical spin-up is the limiting factor, because it is quite
difficult to find a balanced initial state of the chemical species, i.e. there is a lack of measurements.
As an example figure 5.5 displays the temporal development of NO2 and O3 on a station located
close to a forest (49, 54 N, 4, 38 S) where NO2 emissions are small, for the simulations presented in
chapter 5. The spin-up of ozone takes longer than NO2, since, it is not an emitted species and
depends on the equilibrium between many species. The spin-up time on the small domain (500 km
× 400 km in 0.05◦ horizontal resolution) surrounding Paris is approximately 24 hours. Within this
time the meteorological fields have easily reached a steady state and the chemical solver is therefore
the bottleneck, regarding spin-up time. Figure 5.4 also shows that including the first and second
indirect effects in the model does not lead to increased spin-up, i.e. does not introduce more noise in
the model and the balance between the chemical fields is the bottleneck.
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Figure 5.5: NO2 (left) and O3 (right) concentration (µg m−3) versus forecast hour, starting 29 June 2005 at
00 UTC, on a station which experience only weak NO2 emissions.

The choice of spin-up period should be based on the temporal development of species, in particular
ozone at various stations in different environments (urban, forest, etc.) and should be repeated for
each new simulation set-up.

Optimization
Enviro-HIRLAM is currently being executed on the NEC SX-6 supercomputer at DMI and the
timings reported in this chapter refers to this computer. DMI has, however, acquired a new
supercomputer, the CRAY-XT5, which has a different architecture, in the sense that it is not
composed of vector processors, but of quadro-core scalar processors. Optimization for the XT5 has
not yet commenced and will therefore not be described here. There are two main issues with regards
to optimization for the NEC SX-6; the vectorization and parallelization of the code. HIRLAM was
originally designed with one-dimensional long loops, facilitating good vector performance, however,
parallelization required some restructering of the code structure. This issue is of minor importance
now, due to the complexity of the SX6 FORTRAN compilers which very effectively optimize the
code for vector processing.

The new code added in Enviro-HIRLAM has been made to complement the HIRLAM parallelization
strategy and therefore a short account of this will be given here. The strategy is based on the single
program multiple data programming paradigm, so that each processor performs all computations for
only one subdomain. A two-dimensional latitude-longitude domain decomposition is used with
subdomains consisting of contiguous vertical columns, extending from the surface to the top of the
atmosphere. The NEC SX-6 architecture consists of eight nodes with eight vector processors on each
node, hence, the system is distributed between the nodes and shared within the nodes. Therefore,
inter-process communication is based on the message passing interface (MPI). MPI is implemented
by using the General Communication package to assure portability. Inter-process communication is
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not of importance in the physics part of the code, since there are no horizontal dependencies,
however, it is of great importance in the dynamics. For explicit dynamics a halo size of one point is
sufficient and the solution of the Helmholtz equation follows the outline given in the beginning of
this chapter. The trajectory calculation in the semi-Lagrangian core requires a larger halo, dependent
on the current wind speed, grid spacing and time step. It is currently fixed at five points. Fourth order
horizontal diffusion is splitted into two second order operations each requiring a halo of one point.

At DMI an attempt has previously been made to use OpenMP within nodes and MPI between nodes
for parallelization. The results, however, showed that the pure MPI strategy was more promising and
therefore no OpenMP parallelization has been considered in Enviro-HIRLAM, an issue that might
be re-addressed with the XT5. One advantage of using 0-dimensional models as parameterizations,
such as with the NWP-Chem scheme in Enviro-HIRLAM, is that there are no horizontal
dependencies and therefore the new parameterization fits easily into the HIRLAM parallelization
strategy. The same may be said about the aerosol and deposition parameterizations, which have been
made to fit the strategy, but not about the implementation of the Bott advection scheme. The version
currently used in Enviro-HIRLAM is old and contains strong horizontal dependencies and therefore
I implemented a quick-fix which solves the problem temporarily until the new dynamical core
(LMCSL) is ready for implementation. The quick fix basically gathers all necessary fields on the
master processor, executes advection and scatter the updated fields again. This solution hinders
scalability and generally the model cannot take full account of the increased number of processors.

The implementations in Enviro-HIRLAM should also support other optimizations made for
HIRLAM, in order to optimize performance. One example is the HIRLAM Grib file Server (HGS)
which is a system which ensures asynchronious output. All input and output is kept in memory so
that the model is free to proceed with model computations while output/input is being written/read
to/from disk. Usually two processors are allocated to this task and it saves about 17% in total run
time, i.e. it is important that Enviro-HIRLAM supports this feature.

Chemistry accounts for the largest bottleneck in run time and it is therefore of outmost importance to
minimize the number of reactions and thereby the number of species, included in the scheme.
NWP-Chem has been developed to optimize performance, with respect to run time and memory
consumption, and employ as few species as possible. It is therefore especially suited for online
modeling.

Summary and conclusions
Enviro-HIRLAM has been developed by consistently implementing descriptions of the following
processes in HIRLAM: emissions, advection, turbulent mixing, horizontal diffusion, subgrid scale
convective processes, gas-phase chemistry, aerosol-gas thermodynamic equilibrium, aerosol
dynamics, dry and wet deposition of gases and aerosols and the first and second indirect effects.
These processes has been chosen because of their importance in aerosol-cloud interactions, thereby,
aiding in the fulfillment of the overall goal of this work. A schematic of the system is displayed in
figure 5.6 and a partial call tree is displayed in appendix 3.
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Figure 5.6: Overview of the Enviro-HIRLAM modeling system. Input and output is indicated and the
inter-connection between the processes most important for chemistry, aerosols and indirect effects are
displayed.
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Testing the model
As described in chapter 2 it is of importance to test the reliability of the model components which
have been implemented in order to identify errors in the implementation. The ability of the model to
transport a passive tracer was tested by simulating the release made during the first European Tracer
Experiment (ETEX-1), the ability of the model to deposit airborn material was tested by simulating
the accidental release during the Chernobyl accident and the ability of the model to forecast
concentrations of trace-gases was tested by simulating a typical pollution load episode. An
additional test compared the effect of using an online model as compared to an offline model.

Statistical methodology
In order to calculate the level of agreement between modeled and observed concentration values it is
necessary to apply appropriate statistics to the measured (M) and predicted (P) fields. The following
statistical measures were computed: mean value, variance, normalized mean square error (NMSE),
bias, fractional bias, correlation, figure of merit in time (FMT), fractional standard deviation,
temporally integrated values and factor of exceedence (FOEX). In the following the main statistical
measures, which follow [158] will be described in more detail. Some are temporal measures, i.e. the
location is fixed and the temporal development of the measured and predicted fields are compared,
while others are to be used for a global analysis, i.e. including all stations at all times.

The measurement data was filtered before use. Background values were subtracted so that only the
pure tracer concentration was used. Measurements of zero concentration (concentrations below the
background level) were included in time series to the extent that they lay between two non-zero
measurements or within two before or two after a non-zero measurement. Hereby, spurious
correlations between predicted and measured zero-values far away from the plume track were
reduced.

Variance

The variance describes the degree to which a distribution spread out and is defined as:

σp =
1

N

∑

i

(Pi − P)2

where N denotes the number of (Pi,Mi) pairs, i is a temporal index and P represents the average:

P =
1

N

∑

i

Pi

The standard deviation is defined as the positive square root of the variance and a relative measure of
the variance is given by the fractional standard deviation:

FSTANDEV = 2
σ2
p − σ2

m

σ2
p + σ2

m

If the variance of the measurements is well described by the predictions, FSTANDEV will be close
to zero.
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Normalized mean square error

The NMSE is a measure of the overall deviations between predicted and measured values and is
calculated as a sum of absolute deviations:

NMSE =
1

N

∑

i

(Pi − Mi)
2

PM

Bias

The bias is defined as the average difference between the (Pi,Mi) pairs and is a measure of the level
of the general under-prediction or over-prediction by the model as compared to the observations:

BIAS =
1

N

∑

i

(Pi − Mi)

A corresponding relative value of the bias is given by the fractional bias:

FBIAS = 2
P −M

P +M

If FBIAS is close to zero the model has only little bias.

Correlation

The linear correlation coefficient (R) is defined by:

R =

∑
i(Mi − M)(Pi − P)√∑

i(Mi − M)2

√∑
i(Pi − P)2

and if its calculation is based on log-transformed values it is given as:

R =

∑
i(ln Mi − ln M)(ln Pi − ln P)√∑

i(ln Mi − ln M)2

√∑
i(ln Pi − ln P)2

A value of 1 indicates complete positive correlation, i.e. all (Pi,Mi) pairs lies on a straight line with
with slope 1 in a scatter diagram, a value of −1 indicates complete negative correlation while a value
of 0 indicates no correlation. R is calculated on the basis of the logarithm of the concentration values
due to the large range of the data values [158].

Integrated concentration

The integrated concentration, I, (also denoted dosage) is defined by:

I(x) =
N∑

j=1

M(x, tj)(tj − tj−1)

where x is a fixed location and tj is a temporal index.

Figure of merit in time

For a fixed location, x, the FMT evaluates the overlapping concentration histogram normalized by
the time series of the maximum concentration:

FMT(x) = 100

∑
j min(M(x,tj), P(x,tj))∑
j max(M(x,tj), P(x,tj))

If the FMT value is 100% then there is total overlap between the measurements and predictions and
if FMT is 0% there is no overlap.
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Figure of exceedence

The FOEX is defined by:

FOEX = 100
N(Pi > Mi)

N − 0.5

where N(Pi > Mi) is the number of points above the 45◦ line in a global scatter diagram. Hence,
FOEX ranges from −50 to +50 and exposes the bias of the predictions. The FA2 and FA5 are
connected to the FOEX and represent the percentage of predictions found within a factor of two and
five above or below the measurements respectively.
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Transport and dispersion
Parts of this chapter has been published as [120, 119].

Methodology

In order to test the ability of the model to transport and disperse an inert tracer gas, the ETEX-1
release of Perfluoro-Methyl-Cyclo-Hexane was simulated and output concentrations were compared
to measurements taken during the ETEX-1 campaign. The release was carried out from a site in
northern France (Brittany, 2.01 ◦ W and 48.06 ◦ N) eight meters above ground at a constant average
rate of 7.95 gs−1 during meteorological conditions producing only little dispersion, i.e. the plume
did not break up due to dispersional effects [80]. It commenced on 23 October 1994 at 16:00 UTC
and lasted 11 hours and 50 minutes. Measurement stations in northern and central Europe were
employed in deriving the horizontal and temporal development of the plume (figure 6.1). During
real-time and retrospective analysis (Atmospheric Transport Model Evaluation Study II
(ATMES-II)) offline long range dispersion models were evaluated against the measurements
[71, 158]. In order to facilitate comparison with the results of ATMES-II the statistical methodology
applied in here corresponds to that used during the ETEX-1 model evaluation studies.

Figure 6.1: Area covered in simulations, displayed as surface geopotential height (meters). Positions of
measurement stations (identified by the ETEX naming convention) referred to in the text along with the source
point for the ETEX-1 release is also indicated.

Model set-up

All chemical, aerosol and deposition options were switched off, so that only emission, advection and
vertical diffusion was active (horizontal diffusion was neglected). Point source emissions with a
prescribed release rate was used. The nearest grid-point to the release site was ascribed the
emissions, which was converted to mass concentration by division by the grid cell volume. The
horizontal resolution was 0.40◦ × 0.40◦ while there were 40 unequally spaced levels in the vertical,
with the top level at 10 hPa. The model grid was rotated so that the north pole was located at
(0.0◦E, 25.0◦ S) with a domain covering most of Europe (figure 6.1). Analysis and six-hourly
boundaries were supplied by the European Center for Medium Range Weather Forecasts and digital
filtering was used to initialize the model which used a time step of 10 minutes. The Analysis time
was 23 October 1994 at 12:00 UTC, four hours before the start of the release, and the model was
integrated out to 80 hours.
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Figure 6.2: Tracer concentration (ng m−3) at 12, 24, 36 and 48 hours after release (upper left to lower right)
for the simulation of ETEX-1.

Results and discussion

The synoptic situation in the days following the ETEX-1 release has previously been described in
detail [80, 71, 161] and represents a typical meteorological situation. On 24 October there is an
unstable flow over the release area, and the presence of a deep low pressure system north of Scotland
maintains south-westerly winds. On 25 October the wind speed decrease further due to the northerly
movement of the low. Showers prevail over Holland due to the presence of a cold front. On 26
October the low is still present and winds change towards west-south-west while showers are still
prevailing over the advection area. Correspondingly, the model plume was initially advected by the
south-westerly flow, mainly influenced by synoptic-scale forcings, in a north-easterly direction. The
spatial structure of the model plume resembled the observations (as compared to [158]) (figure 6.2)
and the plume retained its continuity throughout the forecast period. After 36 hours the model plume
had attained a U-shaped deformation receding over northern Germany. An identical deformation
also exists in ETEX-1 simulations by other models and although less distinct, a similar structure is
present in the observations [158]. The model, thus, over-predicted the development of the
deformation, which extended further to the north. In line with the measurements the model plume
was stretched and its axis tilted, so it was oriented in a north-west to south-east direction, after 48
hours. The peak concentration, however, was located too far to the north. After 60 hours the largest
concentration values were still found in the North Sea, a feature which is also present in the
observations.
The global statistics contain information from all stations at all times and thus represents a more
general approach to the quality of the model. Table ?? displays the results of the global analysis.
There are 20.8% of the predictions within a factor of two and 36.5% within a factor of five from the
measurements. The low FOEX value indicates that predictions are nearly equally distributed around
the measurements, which is also confirmed by the scatter diagram (figure 6.3). The bias and
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Figure 6.3: Global scatter diagram, along with factor of two (FA2) and factor of five (FA5) lines in blue and
red respectively. The number of points is 1243 and FA2 = 20.84%, FA5 = 36.52% and FOEX = −0.93

Table 6.1: Model ranking procedure used during the ETEX-1 real time long
range dispersion model evaluation.

Statistic 1a 2 3 4

Normalized mean square error x<15.0 15.0<x<25.0 25.0<x<50.0 x>50.0

Bias (ng m−3) x<0.3 0.3<x<0.5 0.5<x<1.0 x>1.0

Correlation x>0.5 0.4<x<0.5 0.3<x<0.4 x<0.3

a1 is the best ranking and 4 as the worst. x denotes the statistical measure in
consideration.

fractional bias suggests that the model has a tendency to overpredict the concentrations. The
correlation indicates a rather good correlation between measurements and predictions. The large
NMSE suggests that the predictions have large spread around the measurements, which is also
confirmed by the value of the fractional standard deviation. From inspection of the statistics at each
individual station it is clear that the large value of NMSE results from overpredictions at stations
close to the source. In an attempt to investigate the agreement to include zero values if there is a
non-zero neighbour or a non-zero next to neighbour was investigated by including only zero values
if there was a non-zero neighbour. In this case the NMSE decreases to 90 while the bias and
correlation does not change appreciably, underlining the importance of comparing models based on
the same statistical methodology and assumptions. The global statistical measures compare well
with the models participating in the ATMES-II exercise [158]. During the ETEX-1 real time long
range dispersion model evaluation [71] the models were ranked according to their global statistical
measures for NMSE, bias and correlation. The criteria for the ranking is shown in table ??. Using
this ranking the NMSE is placed in ranking group 4, while the bias is in group 2 and the correlation
is in group 1. In order to facilitate comparison with the ATMES-II model evaluation [158], 11
measurement stations (B05, CR03, D05, D42, D44, DK02, DK05, H02, NL01, NL05, PL03),
representing short-range and long range transport, were selected for the temporal analysis
(figure ??). The predicted and measured temporal development of the tracer concentration is
displayed in figure 6.4, while the corresponding statistical measures are shown in table 6.3 and 6.4.

The performance at stations in the second arc is in general better than at stations in the first arc. This
is especially seen in the integrated concentration and variance fields (figure 6.5). The largest bias is
found at stations B05 and NL05, while the largest NMSE is found at station NL05 and the lowest
FMT at station B05. Similarly, the largest difference between mean measured and predicted values is
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Figure 6.4: Temporal development of the tracer cloud as it passes measurement stations in the first and
second arch, from upper left to lower right the stations are B05, D44, NL01, NL05, CR03, D05, D42, D44,
DK02, DK05, PL03. Red lines are observations, while green lines are predictions.

Table 6.2: Global statistical measures taken over all
ETEX-1 measurement stations at all times. Number of
points: 1243.

Statistic Predicted Measured

Mean (ng m−3) 0.26 0.23

Variance (ng2 m−6) 17.83 0.41

Fractional standard deviation 1.91 −
Normalized mean square error 104.59 −
Bias (ng m−3) 0.39 −
Fractional bias 0.92 −
Correlation 0.57 −
FA2 (%) 20.84 −
FA5 (%) 36.52 −
FOEX (%) −0.93 −
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found at stations B05 and NL05, 0.76 ng m−3 and 0.56 ng m−3 respectively. The worst correlation is
found at station NL01. These features correspond very well to the findings during ATMES-II. The
Eulerian treatment of point sources, whereby the emission rate is divided by the grid cell volume,
may lead to unrealistic values close to the source. Stations such as B05, NL01 and NL05 are located
in the margin of the tracer cloud and experience only weak concentrations. In such regions the tracer
cloud is more sensitive to small errors in the meteorological fields or mesoscale influences which
may not be well represented by the model. This result is consistent with the result that the large
global NMSE is caused by overprediction at stations close to the source. Amongst the stations with
the worst correlation DK05, which is located in the second arc, is found. In this case the degraded
correlation is caused by a temporal shift, of a few hours, in the plume. Double peak structures in the
observed temporal evolution (figure 6.4), which is indicative of mesoscale influences during the
transport, was seen at several stations. Unresolved mesoscale activity may also lead to a degradation
of the statistics. This issue is discussed more fully in chapter 4.5. The mean bias in the first and
second arc is 0.59 ng m−3 and −0.07 ng m−3 respectively, suggesting that the model has a tendency
to overestimate the concentration close to the source, while there is a slight underestimation far from
the source. In connection with this it is worth noticing that the meteorological measurements
themselves also contain errors and one may question whether the density of the network close to the
source is representative, i.e. idealy the density of the measurement stations should increase as the
source point is approached from the direction of the plume.
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Figure 6.5: Left: scatter plot of integrated concentration, for the 11 selected stations. There are points at 30,
48 and 60 hours after start of release. Right: scatter plot of variance, for the 11 selected stations. In both plots
blue points represent stations in the first arch, while red points represent stations in the second arch.

During the ETEX-1 real time long range dispersion model evaluation the models were also ranked in
the temporal analysis. Indices were defined according to NMSE, bias, R, FMT and cumulated
concentration. Out of the 11 selected stations the number of sites with NMSE less than 10, bias
between −0.14 and 0.30, R greater than 0.70, FMT greater than 20% and cumulated concentration
differences less than a factor of 2.5 after 48 hours were counted. With 9, 6, 3, 6 and 6 sites in each
category respectively and using the indeces defined in [71] the total score becomes 24, which is
amongst the five best performing models in the ETEX-1 real time long range dispersion model
evaluation.

Conclusions

Away from the source point the model performs satisfactory, both with respect to correlation, bias,
NMSE and variance, and in comparison to the models which were evaluated during the ETEX-1 real
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Table 6.3: Temporal statistical measures at stations in the
first arc.

Statistica B05 D44 NL01 NL05

Observed mean (ng m−3) 0.12 0.25 0.31 0.27

Predicted mean (ng2 m−6) 0.88 0.70 0.80 0.15

Observed I (48 h) (ng h m−3) 3.48 8.10 11.25 10.20

Predicted I (48 h) (ng h m−3) 24.60 23.12 28.81 36.02

NMSE 12.94 4.54 4.47 14.88

BIAS (ng m−3) 0.77 0.96 0.49 0.65

R 0.80 0.64 -0.05 0.29

FMT (%) 12.90 32.05 16.00 19.07

aincluded obs. for B05: 10, D44: 11, NL01: 12, NL05: 13

Table 6.4: Temporal statistical measures at stations in the second arc.

Statistica CR03 D05 D42 DK02 DK05 H02 PL03

Observed mean (ng m−3) 0.12 0.29 0.48 0.34 0.41 0.12 0.22

Predicted mean (ng2 m−6) 0.03 0.31 0.33 0.33 0.29 0.09 0.15

Observed I (48 h) (ng h m−3) 4.86 9.48 14.58 6.30 6.96 3.57 2.49

Predicted I (ng h m−3) 1.35 11.92 14.17 10.21 11.62 1.78 4.47

NMSE 7.96 2.00 2.25 0.94 4.77 1.06 1.96

BIAS (ng m−3) -0.08 0.02 -0.15 -0.01 -0.11 -0.02 -0.06

R 0.92 0.29 0.46 0.68 0.08 0.86 0.43

FMT (%) 26.06 29.60 32.70 51.38 15.43 49.25 38.42

aIncluded obs. for CR03: 16, D05: 13, D42: 15, DK02: 12, DK05: 15, H02: 14, PL03: 14

time long range dispersion model evaluation and ATMES-II Enviro-HIRLAM performs well. Close
to the source point there is a tendency to overprediction of the tracer concentration, resulting in a
large global NMSE.

Testing deposition
Parts of this chapter has been published as [119].
The Chernobyl accident occurred on 25 April 1986 at 21:23 UTC at the Chernobyl nuclear power
plant in Ukraine (51◦17′ N, 30◦15′ E). Two explosions and subsequent fires emitted large amounts of
radioactive material into the atmosphere in the form of gases and fuel core fragments containing
radioactive isotopes, including We, I, Ba, Mo, Ru, Sr, Cs. Due to its long half-life (30 years) and the
large amount emitted, Cesium has the strongest long term radiological influence. The purpose of this
experiment is to evaluate the ability of the model to simulate the deposition of Cesium 137 (Cs137) .

Methodology

The main difference between these simulations and the one presented for ETEX-1 is that here an
accident is modeled and therefore the source term is very uncertain. Measurements of total
accumulated deposition were extracted from the Radioactivity Environmental Monitoring database
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(REMdb) at the Joint Research Centre, Ispra, Italy (http://rem.jrc.ec.europa.eu/37.html). The
comparison date was chosen to be 1 May 1986 at 12:00 UTC, since at this time the greatest number
of measurements were available. Statistical measures were calculated following the
recommendations of the Atmospheric Transport Model Evaluation Study (ATMES) final report
[118]. Correlation was calculated using log-transformed deposition fields, with a cut-off at 0.001 Bq
m−2. Since only few daily measurements were available and due to the accumulated nature of the
deposition field only global statistics were considered.

Model set-up

The total amount and corresponding temporal development of the Cs137 emission has been estimated
[51, 49, 175] but is still associated with at least 50 % uncertainty. The current simulation considered
the transport, dispersion and deposition of Cs137 and employs vertically stratified point sources in
order to simulate the explosions and following fires. The size distribution of particles containing
Cs137 is not known and here only mono-disperse particles are considered with a radius of 0.5 µm and
a density of 1.88 g cm−3. The horizontal resolution was 0.45◦ × 0.45◦ and the area covered a region
which includes northern Africa, the arctic regions, northern America, Europe and a large part of
northern Russia (figure 6.6). The start time was at 25 April 1986 at 18 UTC and the model was
integrated two days ahead and then reinitialized and restarted until 7 May at 18 UTC. Surface
analysis and 3DVAR upper air analysis was used as initial conditions for the meteorology at the
beginning of each cycle and six hourly boundaries were post-processed from the ECMWF
(European Center for Medium Range Weather Forecasting) model IFS (Integrated Forecast System).

Figure 6.6: Model area used for the simulation of the Chernobyl accidental release, displayed as surface
geopotential heights (meters).

Results and discussion

Figure 6.7A and 6.7B displays the dry and wet deposited Cs137 fields and figure 6.8 shows the total
measured deposited Cs137. Considering the large uncertainty of the emission data, the uncertainty in
the measurements, the mono-disperse nature of the simulation and the coarse horizontal resolution,
the model reproduce (spatially) most features of the deposition field satisfactory. This includes the
peaks close to the accident site, in southern Finland, Suisse, Austria and Italia. The band of
increased activity extending from Southern Finland across Sweden and Norway is not well captured
and is known to be caused by wet deposition. In the model the precipitation falls in a band further
south causing the shift in the wet deposition pattern.
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Figure 6.7: Accumulated dry (left column) and wet (right column) deposited Cs137 in kBq m−2 on 12 UTC 1
May 1986. A and B are predictions using 0.45◦ resolution and C and D are predictions using 0.15◦ resolution.

Table 6.5 displays the statistical scores and figure 6.9 shows the global scatter diagram. There are
24.05% of the predictions within a factor of two and 55.06% within a factor of five above or below
the measurements. The large bias and fractional bias suggests that the model has a strong tendency
to overestimate, this is also confirmed by the scatter diagram and the large FOEX value. This may, in
part, be due to the misplacement of the band of wet deposition across Sweden and Norway, but also
biases in the source term and errors in the estimated release height may contribute. Due to the
uncertainty in the emission estimates, some of the bias may be removed by correcting the source
term, however, this has not been done.

Comparing to the models which participated in ATMES the correlation and NMSE are amongst the
best performing models while the bias is amongst the worst performing models. In the ETEX-1
simulation it was found that the model has a tendency to overestimate close to the source. From
figure 6.7 it is found that this may also explain some of the bias.

Another reason for the large global bias could be due to insufficient horizontal resolution. The
simulations were repeated in 0.15◦ resolution, keeping everything else as described above. The
cumulated deposition fields are displayed in figure 6.7(C and D). The band of wet deposited Cesium
across Sweden and Norway is not better resolved in higher resolution. The model rain out in the Bay
of Finland, instead of in Sweden, generating a large peak of deposited Cesium. Although the
concentration in the emission grid box generally increase, with increasing resolution, the dry
deposition field generally decreases over much of the domain. This is confirmed by the statistical
scores (table 6.5) which all improve, except for the correlation. As resolution increased so did the
vertical mixing and more mass was transported into the jet stream residing at about 600 hPa. The
stream transported Cesium towards the east with a speed of approximately 30 m/s, leading to a band
of increased dry and wet deposition in northern Russia. The increased mass at higher levels caused
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Figure 6.8: Measured accumulated Cs137 deposition in kBq m−2 [49].
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Figure 6.9: Global scatter diagram for total cumulated Cs137 deposition on 1 May 1986. Number of points is
316, FA2 = 24.05%, FA5 = 55.06% and FOEX = 22.47%.

the surface concentration to decrease and wet deposition near the east coast of Greenland to increase.
Hence, the bias improved from increasing the resolution, however, it is seen that the correlation
decrease due to overestimation of the total deposited field. In 0.45◦ resolution the numerical
diffusion from the advection scheme is sufficient to balance the real physical horizontal diffusion.
This may, however, not be the case at 0.15◦ resolution, where it is likely that ’extra’ diffusion is
needed, since more variability is explicitly resolved. In the simulations presented here the horizontal
diffusion of the tracer field was switched off, because the fourth order scheme described in chapter 3
is not mass conserving. Including horizontal diffusion in the 0.15◦ simulations would likely decrease
the concentration at all levels and thereby the deposited fields, leading to an increase in correlation.
It is therefore necessary that a mass conservative horizontal diffusion scheme is implemented for
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Table 6.5: Global statistical
measures for the Chernobyl
simulations.

Global statistic 0.45◦ 0.15◦

Number of points 316 326

NMSE 6.34 0.83

BIAS (kBqm−2) 38.77 2.17

FBIAS 1.04 0.70

Ra 0.59 0.38

FMT (%) 26.29 45.11

FA2 (%) 24.05 45.10

FA5 (%) 55.06 78.83

FOEX (%) 22.47 39.57

aLower cut-off for log transformation
is 0.001

future use of the model.

Conclusion

The model has a large positive bias, but considering the large uncertainty in the emission strength,
release height and the simplicity of the simulation the model performs well. This was also confirmed
when comparing to the models evaluated during the ATMES exercise, where the model was among
the best with respect to NMSE and correlation. The BIAS may be partly explained by overestimation
of the concentration close to the source, due to the basic treatment of point sources, and partly by
insufficient horizontal resolution. A mass conservative horizontal diffusion scheme should be
implemented and tested in the future, for use in high resolution simulations.

Gas-phase chemistry
NWP-Chem is a new gas-phase chemistry scheme designed for operational usage in online coupled
models. In this chapter an evaluation of the Enviro-HIRLAM chemistry for a single meteorological
case is considered. It is not possible to give any general conclusions regarding the quality of the
predictions by the model when using NWP-Chem on this basis, however, the chosen case
corresponds to the case considered in chapter 5.3 and is therefore of importance to this study.
Zero-dimensional tests of the scheme have previously been performed at DMI [79]. The scheme has
been shown to compare well with the more detailed RACM scheme for the species of importance in
aerosol formation and gas-aerosol equilibration. In appendix 4 some of these results have been
reproduced for completeness.

Three-dimensional testing

Enviro-HIRLAM was executed with full gas-phase chemistry, aerosol dynamics and gas-aerosol
equilibration on a domain surrounding Paris (figure 6.10). The model was initialized at 00 UTC 29
June 2005 and integrated for 48 hours until 00 UTC 01 July 2005 and the first 24 hours were
disregarded as spin-up. The horizontal resolution was 0.05◦ × 0.05◦ and 40 levels was used in the
vertical with the lowest level about 30 meters above the surface and the top level around 10 hPa.
Inflow of chemical species across the boundaries was neglected since the wind at higher levels was
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weak and westerly, i.e. there were only low anthropogenic emissions from the north-western part of
France and the northern atlantic region. The meteorological boundaries and initial conditions were
interpolated from the DMI-HIRLAM-S05 model used for operational weather forecasting at DMI.
All other aspects of the simulation and model set-up were as described in chapter 3.

Figure 6.10: Model area displayed as surface geopotential height (meters). The black names refer to stations
employed in the NO2 comparison and the location of Paris is shown with a red dot.

Measurements of NO2 was taken from the European air quality database (AIRBASE) [1] and was
used to compare predicted and measured concentration values. The model area contained 248
measurement stations sufficiently removed from the domain boundary zone. Recasting these onto a
50 × 50 km grid and retaining only one to three stations within each grid cell, to achieve an even
coverage in the modeling domain, results in 64 evenly distributed stations. Urban stations were
disregarded, due to the tendency for overestimation near the source points. Data at some stations was
not available and in the 27 stations, each containing hourly NO2 concentration measurements,
representing the modeling domain (figure 6.10) were retained.

Figure 6.11: Global scatter plot of NO2 concentration (µg m−3). Global BIAS = 0.34 µg m−3, FBIAS =
0.02, NMSE = 1.12, R = 0.38, number of points: 648.
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Results

The general performance of the model is summarized in figure 6.11. The global bias, fractional bias
and NMSE compares well with other models (e.g. [66]), however, they cover a large range of values.
There are a few very large predictions (compared to the measurements) occurring primarily at
stations which are close to and downwind of the Paris metropolitan area, such as station FR1396A.
At such stations the concentration is influenced by the general overestimation of the concentration
close to the source point (see chapter 4.2 and 4.3). Disregarding these stations the bulk of the points
in figure 6.11 are located below the 45◦-line suggesting a general underestimation at stations away
from the source. The global bias is generally negative during day and positive during night -time and
varies between −20 and 10 µg m−3. Figure 6.12 displays the temporal development of the NO2

concentration at various stations along with the average over all stations. At station FR1252
(figure 6.12F) the prediction greatly underestimates the amplitude of the diurnal cycle, while at
station FR1233 (figure 6.12E) the amplitude is overestimated. At these stations the predictions are
consistent with errors in the modeled cloud cover. Underprediction of the cloud fraction leads to
enhancement of the photochemically driven part of the diurnal cycle, while overprediction leads to
excessive damping of the diurnal cycle. On the other stations (figure 6.12A-D) the amplitude and
temporal and phase is well predicted. On average the diurnal cycle is well represented. The largest
deviation from measurements occur during night, where the model overestimates the concentration
with up to 10 µg m−3. During day there is a general underestimation of approximately 5 µg m−3. It
is also worth noting that the measurement data contains some representivity errors. There are
interference from other NOx species during the measurements which may lead to deviations between
modeled and measured values. The importance of such errors in this case study are not known.

Figure 6.12: Predicted and measured temporal development of NO2 concentration at representative stations
(A-F) (see figure 6.10 for station locations), along with station averaged temporal development and station
averaged deviations from observations (G-H).
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Conclusion

The NWP-Chem scheme for gas-phase chemistry performs well, compared to other more elaborate
schemes, in one-dimensional simulations. They covered a range of meteorological conditions in both
the boundary layer and in the free troposphere. Considering a single meteorological case the full
three-dimensional model was shown to compare well with measurements of NO2 away from the
major source area. Some overpredictions during night and underpredictions during daytime, in the
range 5 - 10 µg m−3, are found. Other aspects of this case are considered in chapter 5.3, where also
the models ability to predict aerosol mass concentration is considered.
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Differences between offline and online models
This chapter has been published as [120].

Abstract

Traditionally, transport and dispersion models are offline coupled to meteorological drivers,
receiving preprocessed output at regular coupling intervals. However, today meteorological models
have reached urban and cloud resolving scales and online models integrating meteorological and
dispersion models have been developed. In this study the online coupled model, Enviro-HIRLAM,
which can also run in offline mode, was used to compare online and offline representations of
mesoscale disturbances. The online model was evaluated using data from the first European Tracer
Experiment (ETEX-1) and produced satisfactory results. Mesoscale influences during the simulation
pertube the plume during long-range transport, leading to a double peak structure at a specific
measurement station. The mesoscale influence was investigated by varying the off-line coupling
interval which was shown to be important in constraining the influence of mesoscale disturbances on
plume structure in coarse resolution.

Introduction

Modeling studies of urban air-quality and the dispersion of air pollution has traditionally been
carried out using offline1 models. Such models are often convenient when considering various
emission scenarios with fixed meteorology, such as in air-quality impact asse sments or when
performing sensitivity analysis on dispersion models. They require time-averaged output from
meteorological m odels to force transport and dispersion of pollutants. Such output is typically
available every one, three or six hours (her e denoted the coupling interval) and in between updates
the meteorological fields are interpolated retrospectively in time. Hence, offline models rely on the
fundamental assumption that the variability present in the meteorological driver which is produced
by disturbances with time scales shorter than the coupling interval can be satisfactorily reproduced
during interpo lation.
In the planetary boundary layer short-term variability in the pollutant concentration field is generated
by meso-sca le disturbances in the mean flow [3]. Generation mechanisms include atmospheric
instability (e.g. conditional in stability [92, 233]), surface inhomogeneities and bifurcations in the
wind field. Specific exampl es include flow over and around orographical features [176, 114], the
effect of mega-cities on plume transpor t and meteorology, urban circulations (Piringer and Joffre,
2005), urban breeze circulations [168, 146], changes in wind structure due to enhanced roughness
over urban agglomerations [241], interactions between urban and sea bree zes [131], building effects
inside the urban canopy [195], lake effects [177], sea breezes, fr ontal circulations and associated
rapid changes in wind direction [80], development of clouds and precipitation and up- and
down-draughts in connection with single and multi-cell storms. The horizontal scale of such
disturbances range f rom a few kilometers to several hundred kilometers while the time scale range
from less than one hour to days.
Pollutant concentration fields are known to contain large temporal and mesoscale variability
[178, 3]. The presence of such disturbances may significantly alter plume spread and structure and
therefore the detailed po llution patterns [64]. Hence, uncertainties in plume development may be
induced if the coupling interval does not r esolve the developments in mesoscale disturbances.
Unresolved horizontal vaiability is typically accounted for by tuning ho rizontal diffusion
coefficients, leading to large values in the range 103 − 105 m2s−1 [?]. While smoothing may be an

1The use of the term offline in this context has been ambiguous. A formal definition may be given as: separ ate
chemical transport models forced by output from meteorological models, analyzed or forecasted meteorological data
from a rchives or data sets, preprocessed meteorological data, measurements or output from diagnostic models.
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appropriate representation of subgrid-scale turbulent eddies it is not the case when meso- scale
disturbances are resolved by the meteorological model, since growth, decay and structural changes
to the plume are not considered.
Consequently, the basic assumption may not be fulfilled if the meteorological fields contain
mesoscale fluctuations not explicitly resolved by the coupling interval. This is particularily relevant
for high resolution wind fields in which most of the variability stems from explicitly resolved eddies.
This has recently been demonstrated in a study which showed that offline models are susceptible to
large errors when variability in the vertical wind field is large. During a particular frontal passage the
coupling interval of an offline model had to be as low as 10 minutes to capture 85% of the variability
in the vertical velocity [75]. Hence, the basic assumption may be more appropriate for applications
which do not require spatially detailed pollution fields.
The importance of the coupling interval has previously been highlighted [28, 149, 157, 81, 179]. In
most of these studies the coupling interval was changed from 12 to 6 hours, demonstrating the
importance of resolving the diurnal cycle, especially in relation to vertical mixing in the boundary
layer. Mesoscale eddies, superposed on the diurnal cycle, have also been shown to affect plume
structure both at its initial stage and during long range transport [161, 219].
Due to the great advances in computer power within recent decades meteorological models have
reached high spatial resolution, resolving urban features, (horizontal grid spacings typically between
3 and 15 km) and it has become feasible to develop meteorological models which include transport
and dispersion of particles and gases at each advection time step [75, 95]. In this context it is
reasonable to question whether offline models are sufficient in applications where detailed (high
spatial and temporal resolution) pollution levels are required (such as the spread of air pollution in
complex terrain or urban exposure modeling). The purpose of this study is to demonstrate that even
at coarse resolution (approximately 40 km grid-spacing) errors may be induced in offline models if
the coupling interval does not resolve the evolution of horizontal mesoscale eddies. Section 2
contains a description of the methodology, while model description, results and conclusions are
found in sections 3, 4 and 5, respectively.

Methodology

In the first European Tracer Experiment (ETEX-1) a controlled release of an inert tracer gas, along
with measurements of its air concentrations at 168 stations, were conducted [165]. The release was
carried out from a site in northern France (Brittany, 2.01 ◦ W and 48.06 ◦ N) eight meters above
ground at a constant average rate of 7.95 gs−1 during meteorological conditions producing only little
dispersion, i.e. the plume did not break up due to dispersional effects [80]. It commenced on 23
October 1994 at 16:00 UTC and lasted 11 hours and 50 minutes. Measurement stations in northern
and central Europe were employed in deriving the horizontal and temporal development of the
plume. During real-time and retrospective analysis offline long range dispersion models were
evaluated against the measurements [71, 158].
Employing a recently developed online2 coupled environment model Enviro-HIRLAM (High
Resolution Limited Area Model) which has the ability to run in offline mode, the ETEX-1
measurements were used in a case-study and the effects of mesoscale disturbances on transport and
dispersion were considered. Using a 10 minute coupling interval (which is also the length of the
meteorological time step), corresponding to an online access run the model was evaluated against the
ETEX-1 measurements.
In order to simulate the extreme case, where mesoscale disturbances are not resolved by the coupling

2The use of the term online in this context has been ambiguous. A formal definition may be given as: chemical
transport models in which the meteorological forcing fields are available at each time step of the meteorologial driver (on-
line access models) and online integrated models which includes feedbacks between pollutants and meteorology (online
coupled models.)
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interval, variability was restricted by keeping the meteorological input, used for advection, constant
between updates. Full variability was retained in the vertical so that only the effect of advection was
considered. In five simulations the coupling interval was progressively increased (without changing
the time step) attaining the values 30, 60, 120, 240 and 360 minutes (offline simulations). The
concentration fields at two measurement stations, F15 (49.05 ◦ N, 6.08 ◦ E) and DK02 (54.50 ◦ N,
10.58 ◦ E), located at different distances from the release site (corresponding to short and long range
transport) were analyzed allowing for an evaluation of the importance of the length of the coupling
interval at those sites.

Model description

Enviro-HIRLAM is an online coupled meteorological, chemical transport and dispersion model
developed at the Danish Meteorological Institute (DMI). At its core lies the High Resolution Limited
Area Model (HIRLAM) version 6.3.7 which is employed for limited-area short-range operational
weather forecasting at DMI [37]. For a detailed description of the features in HIRLAM the reader is
referred to the HIRLAM reference guide [226]. In this study the transport and dispersion of a
passive tracer was simulated using a one-way coupling from meteorology, i.e. there were no
feedbacks and the model was run as an online access and offline model.
Point sources are parameterized by assuming that the tracer distribution is uniform within the grid
box containing the release site. The emission is ascribed the grid point closest to the release site in
the lowest model layer, corresponding to a height of approximately 30 meters above the surface. In a
well-mixed boundary layer this height is not believed to affect the results away from the emission
grid box.
The model contains several choices for advection, but in order to achieve sufficient tracer mass
conservation and at the same time maintain large time steps in the meteorological model, advection
was treated differently for meteorological quantities and for the tracer. The Bott scheme [22, 23] was
employed for the tracer while a Semi-Lagrangian scheme was employed for meteorological fields.
The mass conservation properties of the Bott scheme, during these meteorological conditions, have
been tested [37] and found appropriate, hence, the inconsistency thus introduced is not believed to be
of importance during this case study.
In the present study horizontal diffusion was switched off hence, the numerical diffusion arising
from the Bott scheme was the only representation of subgrid-scale horizontal eddies [36]. In the
vertical a modified version of the Cuxart, Bougeault, Redelsperger (CBR)-scheme developed for
HIRLAM is employed [48]. It is based on turbulent kinetic energy, which is a prognostic variable in
the model, and a stability dependent length scale formulation [226].
The model is hydrostatic and horizontal discretization is done on an Arakawa C grid, while in the
vertical a hybrid between terrain-following Sigma and pressure coordinates is employed [226]. In
the present set-up the model covered most of Europe (figure 6.1) with a horizontal resolution of
0.40 ◦ (92 × 86 points) on a rotated latitude-longitude grid, with 40 levels in the vertical, where 30 of
these are inside the troposphere and the top level is at 10 hPa.
Analysis and six-hourly boundaries were supplied by the European Center for Medium Range
Weather Forecasts and digital filtering was used to initialize the model which used a time step of 10
minutes. The Analysis time was 23 October 1994 at 12:00 UTC, four hours before the start of
emission, and the model was run out to 80 hours.

Results and discussion

The current version of Enviro-HIRLAM has not previously been evaluated against the ETEX-1
measurements. To facilitate comparisons with models evaluated during the ATMES II (Atmospheric
Transport Model Evaluation Study) model inter-comparison an identical statistical methodology was
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employed [158]. Background Perfluoro-Methyl-Cyclo-Hexane values were subtracted so that only
the pure tracer concentration was used. Measurements of zero concentration (concentrations below
the background level) were included in time series to the extent that they lay between two non-zero
measurements or within two before or two after a non-zero measurement. Hereby, spurious
correlations between predicted and measured zero-values far away from the plume track were
reduced.
The synoptic situation in the days following the ETEX-1 release has previously been described in
detail [80, 71, 161] and represents a typical meteorological situation without frontal circulations.
Correspondingly, the model plume was initially advected by a westerly flow, mainly influenced by
synoptic-scale forcings, in a north-easterly direction. The spatial structure of the model plume
resembled the observations (figure 6.2, [158]) and the plume retained its continuity throughout the
forecast period. The plume is most sensitive to mesoscale perturbations during its initial
development. Even though the bulk of the plume remained continuous the marginal structure may be
affected by such disturbances and cause large errors in verification scores at specific stations. After
36 hours the model plume had attained a U-shaped deformation receding over northern Germany.
An identical deformation also exists in ETEX-1 simulations by other models [158] and although less
distinct, a similar structure is present in the observations [158]. The model, thus, over-predicted the
development of the deformation, which extended further to the north.
In line with the measurements the model plume was stretched and its axis tilted, so it was oriented in
a north-west to south-east direction, after 48 hours. The peak concentration, however, was located
too far to the north. After 60 hours the largest concentration values were still found in the North Sea,
a feature which is also present in the observations.
Following the methodology of ATMES II the time development of the model plume was evaluated at
11 selected stations [158]. These were chosen to constitute two arcs at different distances from the
release site. The first arc (measurement stations: NL05, B05, NL01, D44) follows the eastern border
of Belgium (figure 6.1). The arrival time at these stations ranged from 15 to 18 hours. The second
arc (measurement stations: DK05, DK02, D42, D05, PL03, CR03, H02) extended from Denmark in
the north to Hungary in the south, and the arrival times at these stations ranged from 30 to 39 hours.
For the statistical analysis the following parameters were computed: linear Pearsson correlation (R),
normalized mean square error (NMSE), bias and figure of merit in time (FMT). The FMT is
computed as the ratio of the area of common ground and the area under the envelope of the measured
(M) and predicted (P) time series at a specific location (x), a general expression may be given as:
FMT = 100×∑

imin(M(x, ti), P(x, ti))/
∑
imax(M(x, ti), P(x, ti)) where ti represents

measurement times and i ∈ {1, ..., N} where N is the number of measurements. The average R,
NMSE, bias and FMT (table 6.3 and 6.4) at the stations were 0.49, 4.25, 0.18 ngm−3 and 29.35%
respectively. These values are all acceptable when compared to the model scores during ATMES II
(here the statistical results are grouped and a global correlation above 0.5, a global bias less than 0.3
ngm−3 and a global NMSE below 15 are considered the best) [158]. All the scores were degraded
by the values at the stations in the first arc, suggesting worse performance close to the release site
than further away from it, which was generally also found during ATMES II.
Numerical noise due to the Eulerian treatment of point sources, in which emissions are resolution
dependent, are only believed to be of importance within a few gridlengths of the release site and
cannot explain the degraded performance close to the release site. One possible explanation is the
influence of mesoscale disturbances during the initial development of the plume, which are not
resolved by the model. The existence of a short wavelength disturbance (≈ 300 km) in the surface
pressure field, during the release, has been reported [161]. If such a disturbance is not well
represented its influence could lead to degraded statistical performance at stations close to the
release site.
The global statistical scores provide a more comprehensive picture of the ability of the model to
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simulate the tracer plume because it contains information from all the measurement stations at all
times (table 6.3 and 6.4). Over- and under-predictions were equally distributed, but the large
positive bias (relative to the mean value) suggests that the over-predictions generally are larger in
magnitude than the under-predictions. The large value of the NMSE suggests that there is a large
spread around the measurements, and the correlation coeficient indicates a good global correlation
between predictions and measurements. The large value of the NMSE could be caused by temporal
or spatial shifts of the predicted relative to the measured fields. The low value of the FMT indicates
the existence of a temporal phase error.
In order to consider the influence of mesoscale eddies in more detail the temporal development at
two stations, one near the first arc (F15) and another in the second arc (DK02), was considered. At
station F15 the measurements were dominated by a single peak which was captured well by the
simulation (figure 6.13; run with a 10 minute coupling interval). The result was not sensitive to
variations in the coupling interval of up to six hours. This suggests that the peak is generated by
transport of the bulk of the plume over the site without any influence from short time scale
disturbances (less than six hours), i.e. the wind did not vary rapidly. At station DK02 the plume had
traversed a region in which mesoscale disturbances are known to influence the dispersion [219]. The
predicted development of the concentration field had a phase error of a few hours on the arrival of
the plume but was otherwise in good agreement with the observations (figure 6.13). A false (not in
observations) peak preceding the plume existed and is indicative of mesoscale influences during
model plume development. Notice that the first peak does not contribute to the statistical scores
because the observations are zero. As the coupling interval was increased, the main (second) peak
remained unaffected while the amplitude of the first peak gradually increased. This suggests that the
existence of the first (false) peak is related to short time-scale disturbances in the forecasted
meteorological fields, while the second peak is generated by transport of the bulk of the plume.
Mesoscale eddies are superposed on the mean flow generating cyclonic and anti-cyclonic
perturbations in the plume. The eddies are visible as peaks in plots of relative vorticity (figure 6.14;
the perturbations influencing the model plume structure are marked with arrows). The eddies filled
the boundary layer between the surface and at least 800 hPa. The two eddies persisted at least 15
hours, had maxima of +/− 6 s−1 respectively at the surface and tilted towards the NE with height.
After 24 hours (from start of release) the model plume maximum had split into two separate parts.
The head received cyclonic rotational momentum from a mesoscale disturbance and reached DK02
after 26 hours giving rise to the first peak. As the latter part of the cloud progressed it received
anti-cyclonic momentum and after 36 hours the plume has attained the U-shaped deformation which
was advected towards DK02. The rotational time scale of the eddies was not large enough
(compared to the advective time scale of the plume) to cause a full revolution in the plume.
As the coupling interval was increased changes in the magnitude of the eddies were not resolved,
and the U-shape extended further northwards leading to increased peak values in the concentration
field at DK02 (figure 6.15). Increased temporal resolution constrained the evolution of the mesoscale
disturbances, leading to better correspondence with measurements. Hence, even at coarse resolution
it may be necessary to decrease the coupling interval in order to achieve correspondence with
measurements at specific stations.
During this case-study I considered the sensitivity of horizontal dispersion. However, previous
studies have shown that very short coupling intervals are necessary to constrain vertical mixing
processes [75, 5]. In general, the appropriate length of the coupling interval will depend on the
application and the mesoscale activity. From the current experiments it is not possible to give
general recommendations along these lines, however, a coupling interval of three hours is not
sufficient to constrain the development of the mesoscale disturbances. In high resolution (below 5
km) applications, most of the horizontal and vertical variability comes from explicitly resolved
features. In order to achieve correspondence between the spatial and temporal scales and in order to
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Figure 6.13: Top plot: Measured and simulated concentration (ng m−3) as a function of time (hours) at
ETEX-1 station F15 for coupling intervals: 30, 60, 120, 249 and 360 minutes. Bottom plot: Measured and
simulated concentration (ng m−3) as a function of time (hours) at ETEX-1 station DK02 for coupling
intervals: 30, 60, 120, 249 and 360 minutes.
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Figure 6.14: Relative vorticity (s−1) at the lowest model level at 12 hours after start of release, from the
online access simulation.

resolve the effects of mesoscale disturbances, it is necessary to use coupling intervals which are
likely to be lower than one hour.

Conclusion

Enviro-HIRLAM performed satisfactorily when compared to the measurements made during
ETEX-1. For stations close to the release site the model performed worse than for stations further
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Figure 6.15: Surface concentration (ng m−3) at 36 hours after start of release for coupling intervals: 30, 60,
120, 240, 360 minutes (left to right).

away, and an investigation into the large value of the global NMSE will be made in the future.
The concentration field measured at station F15 was not influenced by mesoscale disturbances. At
station DK02 mesoscale disturbances modified the plume structure (as found for other models as
well), resulting in a double peak structure, which did not exist in the observations. The influence of
the eddies was over-predicted as compared to the measurements which showed a similar structure
further to the south. The over-prediction was due to insufficient temporal resolution, and as the
coupling interval became shorter, the amplitude of the spurious peak decreased.
Mesoscale eddies may exert important influences on plume (urban or other) structure during
long-range transport, and if the variability of a mesoscale disturbance is not resolved the coupling
interval is an important factor in controlling the influence of the eddies on the plume. Hence, a
coupling interval which is too large compared to the characteristic time-scales of the mesoscale
eddies in a given meteorological situation, may result in large errors at specific stations, even at
coarse resolution. Due to their short characteristic time scales mesoscale eddies are best represented
in online access or online coupled models, where they are explicitly resolved.
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Table 6.6: Different measures of computational performance for two simulations with
and without chemistry and aerosols.

All processors Without chemistry With chemistry Ratioa

Lon × Lat 730× 682 90 × 74 −
Number of advected species 1 24 −
Number of procs. 6 8 −
Forecast length (h) 70 48 −
Real time (s) 62466 16866 39.25

Cpu-time (s) 374063 134298 52.19

Memory consumption (GB) 28.67 7.38 37.42

Vector optimization ratio (%) 89 87 −
Average vector length 230 84 −

aA ratio larger than one indicates an increase when including chemistry. The ratio’s are based
on normalized values. Note that the values shown here were obtained on a non-dedicated system
and therefore are associated with some uncertainty.

Computational performance
The computational performance is of great importance with respect to operationalization of the
model, but not of particular importance when used in research mode, as in this project. Therefore,
there has not been any efforts in trying to optimize the model, except for what has been described in
chapter 3.

Table 6.6 compares two simulations, one including chemistry and aerosols and one without. The
cpu-time is evenly distributed among the processors, indicating an even work load between the
processors. In order to compare the output it is assumed that the scalability is good up to eight
proessors and the simulation without chemistry is scaled to account for forecast length, number of
processors and number of grid-points (Lon × Lat). The resultant ratios between real-time, cpu-time
and memory comsumption are displayed in table 6.6. The large increase in real time (also denoted
wall clock time), cpu-time (based on clock cycles) and memory consumption underlines the
importance of generating effecient chemistry schemes for online models, using as few species as
possible. The vector optimization ratio, which expresses the fraction of the code which has been
vectorized, is quite low and does not change much when chemistry is added, i.e. the ability of the
compiler (the NEC sxf90) to vectorize the coded is not affected by the inclusion of chemistry.
However, the values in both cases are too low and should be closer to 98% for good optimization,
this expresses a general problem with the HIRLAM optimization, rather than a problem with the
chemistry code. The vector length, however, is severely reduced. On the SX6 architecture this value
should be as close to 250 as possible and 87 is a very low value. Hence, the chemistry code should
be optimized if the model is to executed operationally on a vector machine.

Summary and conclusions
Several simulations were carried out in order to investigate the models ability to transport, disperse,
deposit and chemically transform species. Passive transport and dispersion was tested against
measurements made during ETEX-1. The simulation showed that the model performed satisfactory
but has a tendency to overpredict concentration values near point sources, which may in part be
related to the use of resolution dependent Eulerian point sources. Another factor that might degrade
performance is the presence of unresolved (spatially and temporally) mesoscale disturbances in the
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meteorological fields. Several stations show double peak structures in the temporal development of
the tracer concentration and the case study presented here indicates that if such disturbances are not
resolved they may affect the statistical performance at stations located in the outer regions of the
plume where concentration is low. Hence, part of the bias and NMSE may be explained by
insufficient spatial and temporal resolution.

This issue, however, is of a more general nature. The temporal variability resolved by offline models
is controlled by the coupling interval and in practice it may be necessary with coupling intervals
below one hour in order to resolve the effect of mesoscale eddies on plume development. Hence, if
detailed tracer concentrations are required, online access or online coupled models might be
advantageous. It should be noted that during ATMES-II model ranking procedure they did not find
any relationship between the level of sophistication of the models (or between Eulerian and
Lagrangian models) and their ranking. However, the models employed all had rather poor resolution
and therefore improvements are not necessarily expected.

The simulation of the Chernobyl accident showed that the model had a large positive bias, which is
also connected to the issues mentioned above. However, considering the uncertainties in source
strength, release height, that the particles were mono-disperse and the coarse horizontal resolution
the model performs well.

One-dimensional testing of the gas-phase chemistry scheme showed that it performs well in
comparison to more elaborate schemes. In a three-dimensional case study, including only a single
case, it was shown that the model predicts NO2 concentration satisfactory away from the source
areas.

In all tests the model performs well in comparison with other models and the general conclusion is
that the model performs satisfactory, however, keeping in mind the tendency to overpredict
concentrations near point sources. There are two ways to prevent such overpredictions in the future
and thereby make the model more precise close to the source regions. By implementing an emission
model which assumes a distribution of the species inside the emission grid box, some of the problem
may be solved. Currently, the source point is located in the lowest model layerwhich is located
approximately 30 meters above the surface. Vertical redistributions of certain SNAP codes would
also releave some of the problem. For example NOx’s are emitted both from traffic and from
industrial stacks, hence, some of the mass corresponding to the stack emissions should be
redistributed to higher levels. Preliminary testing of the computational performance of the model,
showed that including chemistry and aerosols in Enviro-HIRLAM increases runtime by a factor of
40, however, there is room for strong optimization since the vector length decreases dramatically
when chemistry and aerosols are included. These issues should be resolved before any operational
testing commence.
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Integrated modeling of aerosol indirect effects
It is well known that aerosol and trace gas distributions vary with very short time scales due to the
influence of spatial and temporal variability in meteorological, chemical and emission fields.
Chemical weather considers the aerosol and trace gas distributions and their variability on time
scales of minutes to days. Therefore, the distributions are sensitive to circulations on the meso and
local scales. On such temporal and spatial scales interactions between short timescale disturbances,
such as urban, land and sea -breeze circulations, frontal circulations, cloud and precipitation
development and flow bifurcations cannot be neglected, hence, the need for online models. Through
changes in the surface radiation budget and condensation/evaporation processes clouds and
precipitation play a major role in shaping the chemical weather. As described in the introduction
several pathways exist for aerosol-meteorology feedbacks, and their importance in predicting the
variations in aerosol and trace gas fields are largely unknown. The aerosol indirect effects acts
through clouds and force1 radiatively local and mesoscale circulations, hence, they may be important
for chemical weather. This view is justified and investigated further in this chapter, in order to show
that specific meteorological situations may exist where the hypothesis of this study is correct. The
implementation of the first and second aerosol indirect effects in Enviro-HIRLAM was considered in
chapter 3.9.

In the first part of this chapter the theoretical and observational basis for the aerosol indirect effects
are considered and in the second part experiments on the importance of the aerosol feedbacks for
trace gas distributions are presented. In order to constrain the investigation sufficiently only warm
phase clouds are considered and the time scales in consideration, range from minutes to one day.

Current understanding of aerosol indirect effects
The premise of the aerosol indirect effects is an increase in CCN concentration and a decrease in the
effective radius of the cloud droplets as the aerosol number concentration increase. Hence, activation
of the aerosols is coupled to the aerosol number concentration, the water vapor field and to the
properties of the CCN. The classical approach to aerosol activation is based on Köhler theory.
Clouds form when air masses are subjected to isobaric or adiabatic cooling and hygroscopic aerosols
experience supersaturations which are large enough to cause activation. Assuming that the aerosols
contain a readily dissolvable solute, the saturation (S) relative to a flat pure water surface becomes:

LnS =
A

D
− B

D3
(7.1)

where A = 4Mwσw/(RTρw) is the Kelvin term, with Mw the molecular weight of water, ρw the
density of water, σw the surface tension of the droplet, R the gas constant, T the temperature and D
the diameter. The B = 6nsMw/(πρw) term represents the effect of the solute with ns the solute
moles. The derivation of equation 7.1 assumes equilibrium between the aerosol and ambient
saturation fields. However, for sufficiently large aerosol load non-equilibrium situations may arise
and the mass transfer from the ambient environment to the aerosols is limited [163, 39]. Therefore,
classical Köhler theory may not be directly applicable in urban environments where aerosol
concentrations are high. The derivation also assumes that the solute is completely soluble, however,
in the real atmosphere aerosols often consist of partly- or in-soluble substances. Also the effects of
trace gases dissolving in the aerosols, aerosol composition and mixing state on S are not included.
These effects have been incorporated in a modified Köhler theory [123, 126], however, for the

1Following the IPCC definition of a radiative forcing; strictly speaking, the second indirect effect may not be catego-
rized as a radiative forcing.
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illustrative purposes here, the classical expression suffice. The critical supersaturation (Sc) of an
aerosol may be evaluated from equation 7.1 and depends on its dry diameter (ds) as: Ln Sc = k
d−3/2
s , where k depends on Mw, ρw, σw, R, T , the solute molecular weight and density, as well as the

number of ions resulting from the dissolution of a solute molecule. If the ambient super saturation is
greater than Sc the aerosol will be in an unstable equilibrium and grow spontaneously until the
ambient supersaturation is sufficiently lowered. From the above it is clear that the aerosol saturation
level is strongly dependent on aerosol size. A smaller droplet has a higher critical saturation level,
hence, larger aerosols activate sooner than smaller aerosols. On the other hand the growth rate by
mass transfer of water, from the environment to the droplet, is inversely proportional to the droplet
diameter and a smaller droplet will grow faster than a large one and will evetually catch up in size
[205].

The net effect of adding more aerosol in the size range suitable for activation may be examined by
using a one-dimensional cloud model. Using an adiabatic Lagrangian parcel model which includes
detailed cloud microphysics describing aerosol growth, activation and condensation, the effect of
increasing the initial aerosol concentration was considered. The model was designed in the late
1970’s and supplied by [60]. Aerosols are represented by 55 size classes of equal width describing
the diameters in the range 1 to 25 µm and by five solubility classes, specified as the mass fraction of
soluble material (here specified as 0.4, 0.6, 0.75, 0.85, 0.05, where 0 corresponds to totally soluble
and 1 to totally insoluble), resulting in 275 different categories of aerosols. The model considers a
steady up-draught, w, and solves the coupled differential equations for condensational growth
including equation 7.1, supersaturation, mass conservation, temperature and pressure. As an
illustration of the effect of increasing the aerosol loading consider an up-draught velocity of w = 1 m
s−1, a cloud base temperature and pressure of 20◦C and 890 hPa respectively. The initial aerosol
distribution is displayed in figure 7.1 and is adapted from a maritime data set. An aerosol factor of
one corresponds to clean marine conditions as depicted in the figure, whereas a factor of two
corresponds to increasing the concentration in all bins by a factor of two.

Figure 7.1 displays the response of the cloud droplet number concentration and cloud droplet
effective radius to changes in the aerosol loading. As was expected the number concentration
increases while the effective radius decreases for an increasing aerosol load. The responses to
changes in aerosol concentration are greatest for clean clouds. Condensation acts as a sink for S and
as the CCN load increase, S is gradually lowered inhibiting further condensation. The cloud liquid
water content remains approximately at 0.2 g m−3 in all simulations since, w and cloud base
temperature remain fixed. The dispersion of the cloud droplet spectrum (σ2

p/rmean, where rmean is
the mean droplet radius) increase from about 0.05 to 0.35 as the aerosol concentration increase due
to the increase in effective radius. Cloud models, as illustrated above, generally led to an increase in
droplet number concentration for an increasing aerosol concentration [170] and a large number of
observations confirm that the cloud droplet concentration increase and the effective radius decrease
with increasing aerosol loading, e.g. [52, 234, 89, 186, 20, 224, 115, 82, 237].

The first aerosol indirect effect

The first aerosol indirect effect (also denoted the Twomey effect) was first suggested by [225] and
refers to enhanced reflection from clouds which have smaller droplets for fixed LWP. The increase in
cloud albedo (Acloud) due to a decrease in effective radius may be understood in terms of basic cloud
radiative properties. These does not depend on the detailed microphysics of the clouds but on bulk
properties such as the optical thickness, single scattering albedo and asymmetry factor and in
particular the cloud albedo mainly depends on cloud optical depth. Following [205], Acloud =
τ/(τ + 7.7) is found for droplets with radii much greater than the wavelength of visible light. The
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Figure 7.1: Top left: Initial aerosol number concentration for each size bin regardless of solubility, for an
aerosol factor of one. An aerosol factor of 0.5 corresponds to a very clean case while a factor of 40 is a very
polluted case. The right hand plot shows the cloud droplet number concentration as a function of aerosol
loading. Lower plot: Cloud droplet effective radius as a function of aerosol loading.

optical thickness (τ ) of a cloud is defined as the integral over the extinction coefficient in the
direction of light propagation. In the Mie regime the extinction coefficient due to scattering and
absorption of the cloud droplets is given as:

bext(λ) =
π

4

∫ Dmax

0

D2Qext(m,α)n(D)dD (7.2)

where the refractive index m of all droplets is assumed identical, n(D) is the size distribution, α =
πD/λ, λ is the wave length of the incident light, Qext is the extinction cross section, N is the droplet
number concentration, D is the droplet diameter and Dmax is the largest diameter in the droplet
population. Following [205] a monodisperse cloud with droplet number concentration N and
effective radius Reff is considered. For visible wavelengths and for spherical droplets with
diameters D ≈ 20 µm, Qext(2πreff/λ) ≈ 2. If the depth of the cloud is assumed to be h the optical
depth is defined as τ = bexth which then may be reduced to τ = 2πr2

effNh under the above
assumptions. Using equation 5.5 it is found:

τ =
3LWP

2reffρw
(7.3)

where LWP is the liquid water path of the cloud. Hence, the optical depth, and thereby the albedo,
of the cloud depends on its LWP and the effective radius of the cloud droplets. As reff decrease the
optical depth increase leading to an increase in Acloud.

The first aerosol indirect effect has received much attention due to its relevance for climate. Changes
in Acloud due to anthropogenic aerosols are expected to be of greatest importance for low clouds such
as stratocumulus, which exerts a strong influence on the global shortwave radiation budget. Such
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clouds radiate in the longwave end of the spectrum at the same temperature as the underlying surface
and do, therefore, not exert a strong influence on the longwave budget. High clouds such as cirrus
clouds, however, mainly affects the outgoing longwave radiation. Deep convective clouds do not
occupy a large fraction of Earth’s surface and are optically thick, leading to a small first aerosol
indirect effect for this cloud type. They are, however, prone to modification through the second
aerosol indirect effect. Due to their potential climatic importance there have been a large amount
measurement campaigns focusing on these effects and it is supported by substantial observational
evidence [167, 214, 132]. In situ measurements of ship tracks in stratocumulus clouds were amongst
the first to document the effect [41, 61], but also remote sensing [174, 59, 83, 30, 113] and airborne
measurements [87, 27] have been carried out.

The second aerosol indirect effect

The second aerosol indirect effect (also denoted the lifetime effect) was proposed by [2] and states
that the suppression of drizzle in shallow maritime clouds (stratocumulus and fair weather cumulus),
due to an increase in aerosol concentration, leads to increased LWP, cloud fraction and cloud lifetime
and thereby act as an additional cloud albedo enhancement, affecting the surface radiative balance.
Marine stratocumulus is of particular importance due to its persistence and large spatial coverage
which implies they are of relevance in the global radiative balance. Furthermore, they contain only a
low number of CCN and are therefore more sensitive to changes in aerosol loading. Therefore, most
investigations have focussed on stratocumulus layers.

Suppression of precipitation in polluted clouds was first suggested by [235] who hypothesized that
aerosol resulting from biomass burning suppressed rainfall. The suppression effect is well
documented in observations [62, 87, 93] and current large eddy simulations (LES) including detailed
microphysics supports that precipitation in stratocumulus and cumulus clouds is suppressed by the
addition of aerosols [244, 105]. This effect seems much better documented than the influence on
cloud lifetime, LWP or cloud fraction. As will be discussed in this chapter, recent results indicates
that the above picture of increasing cloud fraction, LWP and lifetime is much too simplified.
Once droplets have formed in a cloud they will either keep growing until a stable equilibrium is
reached, evaporate or rain out, depending mainly on the ambient conditions. Growth proceeds by
condensation. However, at around 10 µm other processes start to become important [192]. These
include collision and coalescence of the droplets. Droplets may collide because different sized
droplets have different terminal fall speeds. Consider the collision between a large droplet of radius
R and a smaller droplet of radius r. The importance of a collision depends on r/R and gR3/ν2 where ν
is the kinematic viscosity and g is the gravitational acceleration. The collision efficiency is small if
r/R is small and is without importance for R < 10 µm. Coalescence happens when two droplets
collide in such a way that the water surfaces come into contact and the surface is destroyed over the
area of contact. As the droplets coalesce a new larger droplet is formed. This process takes place in
the size range of r = 10 µm to 100 µm. As droplets become larger than approximately 100 µm rain
may be initiated.

Rain is produced by the collision-coalescence processes and not by condensational growth. The
basic droplet size distribution is set up by condensation. The distribution then evolves through
random collisions and at some point the coalesced droplets cannot be held against the up-draught
velocity and starts falling. The droplet concentration field is highly variable, even within a well
mixed cloud, and rain initiates as a few droplets fall through a local region of high concentration, and
thereby experience a larger than usual number of collisions with smaller droplets. Hence, rain is
initiated by statistical effects and then governed by collision-coalescence. A drizzle threshold at an
effective radius around 15 µm seems to exists for stratus clouds [67], hence, if the effective radius

www.dmi.dk/dmi/sr09-01 page 82 of 124



Danish Meteorological Institute
Scientific Report 09-01

drops below the threshold there will be no drizzling.

The premise of the second aerosol indirect effect is that as the effective radius decrease less droplets
will be within the collision-coalescence size range and drizzling will be suppressed. Drizzle acts to
remove cloud water, CCN and aerosols and may act to stabilize the subcloud layer. The stabilization
occurs as drizzle evaporates and cool the boundary layer, which inhibits vertical mixing and
promotes decoupling of the cloud layer [164]. Hence, suppression of drizzle should lead to an
increase in LWP, cloud cover and cloud lifetime. An increase in LWP will then according to
equation 7.3 lead to a further increase in cloud albedo.

Recent LES simulations have shown that LWP, cloud cover and cloud lifetime are not always
coupled in the way envisaged by [2]. Clouds are a dynamical phenomena and the interaction between
microphysics and dynamics may be of great importance. Recent studies using LES models show that
suppression of heavy drizzling, due to increases in the aerosol load, induces a larger LWP [210] in
line with the hypothesis of the second indirect effect. As heavy drizzle reaches the surface and
evaporates it leads to surface cooling and stabilization of the subcloud layer over land. Suppression
of drizzle leads to stronger plumes, carrying more moisture, into the stratocumulus layer [171].

For lightly drizzling stratocumulus evaporation of the drizzle drops, just below cloud base, may
cause destabilization of the cloud layer. Suppression of the drizzle leads to a more stable cloud layer
and cumulus plumes carrying moisture into the layer are suppressed [104]. If humidity above the
cloud layer is low more vigorous entrainment may lead to a decrease in LWP [57, 137].
Furthermore, such simulations suggest that the suppression of rain-out of the cloud does not always
lead to increased cloud lifetime. When simulating the effects of aerosol on warm trade cumulus and
warm convective clouds found that cloud fraction decreased in response to increased aerosol
concentration [244, 245, 105]. They concluded that a balance between suppression of rain through
the second aerosol indirect effect and more effective evaporation of small droplets exist. The rate of
change due to droplet evaporation is governed by:

dr

dt
∝ S

r

For high aerosol loading and correspondingly small reff the evaporation is dominating the
suppression of rain, leading to shorter cloud lifetime, while for low aerosol loading cloud lifetime
increases due to the lifetime effect. It should be noted that this result was obtained for small cumulus
clouds of order 100 m. The lifetime effect is inherently difficult to observe and to my knowledge no
direct observations of the cloud lifetime has yet been made. LWP has been observed to both
increase, decrease or remain unaffected by the presence of anthropogenic aerosols
[180, 42, 84, 61, 185, 116, 4].

Urban areas are major emitters of anthropogenic aerosols and affect cloud properties both in the
vicinity of the urban area and far removed from it [129, 144]; [193] reported a complete shut off of
precipitation from clouds with cloud top temperatures about −10◦C. Urban areas have also been
reported to increase precipitation an effect which is mainly due to the dynamics of the urban heat
island which dominates the microphysical effect of an increased fraction of large CCN
[88, 206, 156]. However, results from LES simulations indicate that polluted clouds are susceptible
to precipitation enhancement by introduction of giant nuclei while clean clouds remain unaffected
[58]. A CCN around 2 µm rapidly evolves into a collector drop of 20 µm thereby enhancing the
collision-coalescence process.

It is often assumed that the lifetime effect applies for all cloud types, however, it was basically
hypothesized for low boundary layer clouds with a relatively low concentration of cloud droplets.
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Other types of clouds, including deep cumulus clouds, have significantly different life cycles and
their maintenance are less dependent on drizzle. Conceptually, a decrease in effective radius of the
droplets in a cumulus cloud, and the corresponding increase in evaporation leads to more vigorous
entrainment of ambient air and correspondingly suppressed precipitation. Invigoration of deep
convective rain clouds with cloud base temperature above 15◦C, due to an increased anthropogenic
aerosol load, has been observed by several authors, e.g. [240, 133, 14]. Deep convective clouds,
usually extents above the zero isotherm and must be quantified as mixed phase clouds. In such clouds
invigoration due to a decrease in effective radius may results from ice phase microphysics [194].

Aerosol-cloud feedbacks

Aerosol and trace gas distributions (and therefore the chemical weather) is mainly controlled by
emissions, mixing strength, wind and removal processes. From the above discussion it follows that
the aerosol indirect effects have the potential to modify all these processes, disregarding the
emissions of anthropogenic species. Hence, the question of how important the indirect effects are in
controlling the chemical weather is a valid one. The first indirect effect may be of particular
importance if clouds are optically thin, while the second indirect effect is expected to be of
importance for situations with light rain, which is more easily suppressed. Meteorological situations
with a strong large scale forcing (strong synoptic wind) or heavy precipitation may simply remove
the effects. Hence, for continental areas where the anthropogenic aerosol fraction is large, it is
expected that the aerosol indirect effects may be of importance if the polluted region contains
convective activity and light rain or drizzle.

The CCN concentrations are to some extent controlled by the aerosol-cloud feedbacks. This issue
was considered by [7] who used a simple model of a cloud topped boundary layer and found two
stable CCN concentration regimes, corresponding to a low concentration maritime regime and a high
concentration continental regime. The maritime regime was characterized by low CCN
concentrations maintained by a balance between removal by drizzle and marine sources, while the
continental regime was characterized by suppressed drizzle and larger cloud albedo. Conceptually
the feedbacks may act in two ways. As precipitation is suppressed, the changes in circulations may
lead to a dynamical re-distribution of the aerosols and gases. This also includes changes in wet
deposition due to modification of the precipitation and changes in dry deposition due to modified
stability. The changes in meteorology may also lead to changes in chemistry. Cloud cover may
efficiently suppress photolysis and modify surface temperature, leading to changes in chemical
reaction rates. The next chapter is devoted to studying the importance of the aerosol indirect effects
on trace gas distributions in a particular meteorological case.

Summary and conclusion

Increasing the anthropogenic aerosol load in the atmosphere leads to an increase in cloud droplet
number concentrations and a decrease in droplet effective radius. This has been established through
both observational and modeling studies. It is likewise well established that a decrease in effective
radius leads to an increase in cloud albedo. A decrease in effective radius has also been observed to
cause suppression of drizzle in stratocumulus clouds but the effects on LWP, cloud fractions and
cloud lifetime may both lead to a positive (increase in cloud fraction, lifetime and LWP and negative
second indirect effect, depending on cloud type and the ambient meteorological conditions, through
aerosol/cloud microphysics-dynamics feedbacks. Such feedbacks may affect the processes most
important in controlling aerosol and trace gas distributions. Clouds acts as both sources and sinks for
aerosols and the feedbacks between aerosols and clouds affect the processes which are most
important for aerosol and trace gas distributions. Hence, the chemical weather (timescales of
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minutes to days) may in some meteorological situations be influenced by such feedbacks.

The second aerosol indirect effect in idealized settings
Before using the parameterization of the second indirect effect in the full three-dimensional model it
is important to investigate its properties in a more controlled environment (see chapter 2). Therefore,
before using it in the full three-dimensional model it was tested in a one-dimensional version of
Enviro-HIRLAM. This procedure serves two purposes; to find out how appropriate it represents the
second indirect aerosol effect, and investigate the dynamics of the feedbacks, i.e. what response is
expected from the three-dimensional model. The former purpose is achieved by comparing the
one-dimensional results with those from the microphysically detailed cloud models (LES model)
presented in the previous chapter.

The parameterization of the second indirect effect was described in chapter 3. It is based on the
autoconversion formula by [188] and is dependent on the number concentration of activated aerosols
(see equation 5). In order to examine the response of the parameterization to changes in CCN
concentration and to preliminary investigate the effect of rain suppression in a controlled set-up a
one-dimensional version of Enviro-HIRLAM was constructed based on a pre-existing
one-dimensional version of HIRLAM. In a sensitivity study the CCN concentration was varied
between 102 cm−3 and 5 · 103 cm−3 and the response of the model atmosphere, when going from
clean to polluted conditions, was analyzed. The meteorological case considered corresponds to a
convectively unstable warm and moist boundary layer.

The model code is identical to that used in the three-dimensional experiments except for the
dynamics which is simplified, but includes the main terms including the pressure gradient term, the
Coriolis term and frictional effects. Horizontal and vertical advection can be explicitly specified. In
these simulations 80 levels was used with 40 below 2000 m in the low troposphere. The initial
conditions are specified with a lapse rate of 9 K/km and a relative humidity of 85% in the first three
kilometers from the surface. Above three kilometers the atmosphere is stable with a relative
humidity of 20% (figure 7.2 bottom panel). To simulate an idealized warm (tropical) atmosphere and
to trigger convection the lowest model level was fixed (initially) at 27◦C and the sea surface
temperature was five degrees higher at 32◦C. To simulate a case of weak large scale forcing,
geostrophic wind was fixed at 10 m/s, accounting for weak advection. No chemistry or aerosol
dynamics is specified and the CCN concentration values are kept constant in time during the
simulations without vertical variation. The model can evolve freely due to the physical processes,
but the surface temperature remains fixed (fluxes of, e.g. heat and moisture are not fixed). The
simulations differ only with respect to the value of the CCN concentration and model is integrated
out to 24 hours. The first hour may be regarded as spin-up.

The accumulated precipitation decreases as the CCN concentration increase and for the very
polluted case with a CCN concentration of 5 · 103 cm−3 it almost shut off completely (left hand plot
in figure 7.2). This behaviour is controlled by the value of the critical droplet size in equation 5. The
value of r0 = 5 µm is taken from [188] and is found by tuning the autoconversion parameterization
against the real atmosphere. In principle a more appropriate value could exist for very polluted
clouds; this issue has not been investigated further. For the other values of the CCN concentration
the accumulated precipitation varies between approximately 6 and 2.5 mm when increasing the CCN
concentration. LWP increase with increasing CCN concentration as expected from the hypothesis of
the second indirect effect (figure 7.2 top panel right hand figure). The LWP contains fluctuations due
to numerics and statistical effects of the convection. For a very large pollution load a steady state is
not reached. The accumulated moisture flux from the surface to the atmosphere varies between 18
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Figure 7.2: Top panel: Left hand plot, precipitation release versus time, negative values indicate removal
from the atmosphere. Right hand plot, LWP versus time. Bottom panel: Left hand side, liquid water potential
temperature (C) as function of height (m). Right hand side, relative humidity (%) as function of height (m).
The black line corresponds to the initial conditions. The color code reflects the CCN concentration, red 10 8

m−3, blue 5 · 108 m−3, yellow 109 m−3, orange 2.5 · 109 m−3 and green 5 · 109 m−3.

and 22 mm when increasing the CCN concentration. The excess moisture (the part not returned to
the surface as convective precipitation) raises the relative humidity (right hand plot in figure 7.2) at
high levels, due to detrainment from the cloud top. In the boundary layer the suppression of
precipitation leads to less evaporation and therefore a decrease in relative humidity. The middle plot
on figure 7.2 displays the liquid water potential temperature (θl) as a function of height. Convection
sets up an unsaturated well mixed boundary layer which is 1-1.5 km thick and the decrease in
boundary layer evaporation leads to an increase in θl of a few degrees as the CCN concentration
increase. Above the boundary layer the initial stable layer is eroded by convective overturning and θl
remains approximately constant up to 3.5 km as the CCN concentration increase. Hence, a 2 km
well mixed convective cloud layer is present above the boundary layer. The cloud layer extents
further up and cloud height increase with CCN concentration. The increase in cloud water leads to
more vigorous convection. Above the well mixed cloud layer cloud top radiative cooling and
entrainment maintains a circulation giving rise to a θl which is almost constant with height. This part
of the cloud is less coupled to the surface and, as ambient air is entrained, condensation leads to
heating of the cloud layer. Therefore the structure of this layer may be strongly affected by the
constant value of the CCN concentration with height. Another drawback of these simulations is that
the effect of subsidence is not included. Strong subsidence could lead to large changes in the cloud
structure and dynamics. In the stable layer above the cloud relative humidity decreases rapidly with
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height and at a given height it increases rapidly with CCN concentration.
These idealized simulations compare well with the findings reported in the previous chapter (mainly
for stratocumulus) and with the basic hypothesis of the second indirect effect. Increased CCN
concentration leads to destabilization of the sub-cloud layer and more vigorous overturning. The
suppression of rain leads to increased LWP, however, the effect on cloud lifetime and cloud fraction
has not been considered. For reasonable values of the CCN concentration the parameterization of the
second indirect effect seems to reproduce the low pollution case described above [244, 245, 105]. It
should be noted that the cloud microphysics may be too simplified to account for the correspondng
high pollution scenario. In the next chapter the parameterization of the second indirect effect is used
in Enviro-HIRLAM together with a more precise description of aerosol dynamcis and activation.

Sulfate aerosol–meteorology feedbacks on short time scales in a
convective case
This chapter has been submitted for publication as [122]

Abstract

The time scales of aerosol indirect effects render them potentially important for the prediction of
local and regional scale air quality and weather forecasting. Suppression of rainout and albedo
enhancement in convective clouds due increased number concentration of anthropogenic aerosols,
may lead to changes in cloud cover, radiation and temperature, and thereby, to changes in local and
regional circulations. In addition to changes in wet removal the aerosol and trace gas distributions
may be affected directly by changes in circulation or through chemical transformations which are
dependent on cloud cover and temperature. In this study representations of the first and second
aerosol indirect effects were implemented in the online coupled model Enviro-HIRLAM. We
considered a convective case with low precipitation and compared simulations with and without
feedbacks to measurements of two-meter temperature and sulfate aerosol mass concentration. The
influence of the aerosol indirect effects on the distribution of NO2 was investigated. The model
performed satisfactory when compared to measurements and the simulations including the aerosol
indirect effects showed better statistical scores than the reference simulation. It was shown that the
aerosol indirect effects exerted an important influence on the distribution of NO2 through changes in
dynamics rather than changes in chemistry. The second aerosol indirect effect dominated the first
effect and its influence on two-meter temperature was stronger than the direct effect derived from
other studies. Non-linearity was very important and the effects were not additive.

Introduction

Hydrophilic aerosols are a necessary condition for cloud formation. An increased load of small
aerosols leads to an increase in cloud droplet number concentration, a decrease in cloud droplet
effective radius, suppression of rain and increased brightness of warm clouds (the first indirect effect
[225]). The second indirect effect states that suppression of rain leads to increased liquid water path,
cloud fraction and cloud lifetime of stratocumulus clouds [2]. The time scales of the indirect effects
are the same as those of clouds, ranging from minutes to hours and therefore they may feed back
onto the aerosol populations on short time scales, changing both composition, deposition and
dispersion. Only very few studies investigate such feedbacks (e.g. [253, 232]) and often the focus is
on the impact on meteorology rather than the impact on chemical species. Aerosol-cloud
interactions have traditionally been modeled in large eddy simulations which includes detailed cloud
microphysics, but lack sufficient domain size to represent dynamical processes. In this study a
short-range chemical weather model with a modified bulk cloud microphysics scheme to represent
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the aerosol indirect effects was used.
Suppression of rain in convective clouds may modify the convective available potential energy
leading to changes in small scale circulation patterns [193]. In a study of the combined influence of
direct radiative effects of gases and aerosols and aerosol indirect effects, [35] found that cloud
properties were quite sensitive to changes in anthropogenic aerosol number concentrations.
Removing stack emissions led to large changes in cloud formation, radiative properties of the clouds
and in precipitation, indicating that feedbacks are of great importance in local and regional weather.
Specie concentration fields may be modified not only through dynamical effects, such as increased
convection or modified boundary layer stability, but also through direct changes in chemical
transformations due to, e.g. changes in actinic fluxes or temperature and therefore even small
changes in meteorological fields may be of importance.
Meteorological and air-pollution models are reaching high resolution (below 5 km) and explicitly
resolve much more variability than was previously parameterized. In order to produce accurate air
pollution forecasts on these scales it is of importance to investigate the effects of the feedbacks
between air pollution and meteorology.
The purpose of this study is to investigate the importance of the aerosol indirect effects on NO2

concentration levels. Section 2 contains the methodology used, section 3 the model description,
section 4 the simulation set-up, section 5 a discussion of the results and section 6 contains the
conclusions.

Methodology

In order to study the influence of aerosol indirect effects on the NO2 concentration levels,
parameterized versions of the first and second indirect effects were implemented in the online
coupled chemical weather model Enviro-HIRLAM [121]. The model contains representations of
meteorological dynamics and physics, gas-phase chemistry and aerosol and cloud microphysics.
Enviro-HIRLAM was used in a case study with convective activity, low precipitation and normal
pollution levels. Simulations containing the first, second and both indirect effects (1IE, 2IE and 12IE
respectively) were compared to a reference simulation containing no feedbacks (denoted REF) as
well as to measurements of PM2.5 and two-meter temperature (T2m ).

Model description

Enviro-HIRLAM consists of the HIRLAM (High Resolution Limited Area Model) mesoscale
short-range numerical weather predictio n (NWP) model along with gas-phase chemistry, aerosol
microphysics and dynamics. For a more detailed description of HIRLAM the reader is referred to
the documentation [226]. The chemical species are treated on the HIRLAM grid using the native
parameterizations for convection [198] and vertical diffusion [48]. Advection is done using the
scheme by [22, 23], while dry deposition follows [236] and wet deposition follows [205, 9]. The
NWP-Chem gas-phase chemistry scheme [121] is based on the quasi steady state approximation
[86]. The chemistry and aerosol schemes includes 24 advected species including NO2, SO2, HNO3,
O3 and volatile organic compounds (VOC’s). Using the simplified version of the chemistry solver
there are four photolysis reactions and 17 gas-phase reactions, including NO2 and O3 chemistry,
oxidation of SO2 and photo-oxidation of VOC to peroxy radicals.
The gas-liquid phase partitioning in wet aerosols is represented using the analytical equilibrium
iteration method [99]. Aerosol dynamics is described in a modal model, using two log-normal
modes representing nucleation mode (radius up to 0.01µm) and accumulation mode (radius up to
0.1µm). Inter and intra-mode coagulation, condensation an d homogeneous nucleation [123] are
represented and the accumulation mode aerosols may act as cloud nuclei. For the se experiments
aerosol consists of H2O, SO2−

4 , SO2−
3 , HSO−

4 , HSO−
3 , hence, the influence of NO−

3 , NH+
4 and the
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Figure 7.3: Modelling domain, displayed as surface geopotential height (m), including meteorological
measurement stations used in the T2m comparison.

organic fraction has been neglected.
A fraction of the accumulation mode sulfate aerosol may activate and act as cloud condensation
nuclei. The aerosol number concentration is related to the cloud droplet number concentration using
the parameterization by [26]. The Autoconversion formulation follows [188] and is dependent on the
effective radius of the cloud droplets. The same holds true for the cloud radiative properties which
follow [243]. By pertubing the natural background cloud droplet number concentration with the
anthropogenic fraction the effective radius decreases affecting both autoconversion and the radiative
properties of the clouds. As part of this work this approach was tested in a one-dimensional idealized
test case and shown to produce results which are in line with the hypothesis of the second aerosol
indirect effect, i.e. rain is suppressed and the liquid water path increases.

Simulation set-up

The effects were investigated over a 24 hour period during summer (30 June 2005 to 1 July 2005) on
a domain, including Paris, extending 665 km × 445 km (longitude × latitude) in northern France
(Fig. 7.3). The horizontal resolution was 0.05◦ × 0.05◦ while 40 levels were used with 30 levels
within the troposphere and the top level at approximately 10 hPa. The chemical spin-up was 24
hours, hence, the model was initialized at 00 UTC 29 June 2005 and the integrated until 00 UTC 1
July 2005 and only the results from the last 24 hours were considered. The meteorological spin-up is
much shorter and aided by digital filter initilization.
Hourly boundaries and meteorological initial conditions were interpolated from the
DMI-HIRLAM-S05 model, which is an operational weather forecast model at the Danish
Meteorological institute, with 0.05◦ × 0.05◦ degree resolution and which includes surface and upper
air data assimilation. Inflow of chemical species was not considered and the chemical species were
relaxed towards background levels in a boundary zone surrounding the modeling domain. Initial
conditions for NO2, O3, HNO3 and SO2 were taken from the New England Air Quality Experiment
[117], while the rest of the species are set to climatic values [78]. Emissions are taken from the
GEMS-TNO emission inventory [231], with resolution (0.125◦ longitude × 0.0625◦ latitude) and
preprocessed to the model grid and read during run-time.
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Synoptic situation

The synoptic situation during the simulation period was characterized by convective unstable air and
cloudiness. On the 28 and 29 June 2005 a low pressure system, situated north-west of France,
advanced towards the east. Heavy thunder showers were seen over the central and southern part of
France. During 30 June a small low pressure system traversed the northern/north-western part of
France resulting in continuous rain with precipitation up to 10 mm over the north-western part. The
modeling domain was dominated by unstable, slightly cooler (as compared to the previous days) air
with winds from a westerly direction and experienced small amounts of rain (about 5 mm).
Anemometer level wind speeds were around 5 m/s during daytime and upper level winds were
around 25 m/s (at 600 hPa).

Results and discussion

For the purpose of this study it is of importance to evaluate the model against measurements of T2m
and aerosol concentrations. There are 41 standard WMO (World Meteorological Organization)
ground based stations available in the modeling domain for the temperature comparison. However,
some of these had to be excluded due to their proximity to the boundary zone of the modeling
domain and some contained too few measurements (less than one measurement every six hours).
Therefore, the number of meteorological measurement stations used for the temperature statistics
was reduced to 31, with data available every three hours at UTC terms (the location of the stations is
displayed in Fig. 7.3).
The statistical quantities used to compare the REF and 12IE simulations are the linear correlation
(R), the standard deviation (σ), the standard error of the mean (sem), the bias (bias) and the variance
(var). These quantities are here defined as: σ = (

∑N
i=1(ψi − ψ)2/N)1/2, where N is the sample size

and ψ is the entity being sampled, var = σ2, sem = σ/
√
N , bias =

∑N
i=1(ψ

m
i − ψp)/N and R =

∑N
i=1(ψ

m
i − ψm)(ψpi − ψp)/

√∑N
i=1(ψ

m
i − ψm)2

∑N
i=1(ψ

p
i − ψp)2, where p represents predicted and

m measured values.

Comparing to T2m measurements

Figure 7.4: Global T2m (C) scatter plot for REF and 12IE. Global statistical scores for the REF simulation is
sem = 0.11, BIAS= −0.17, var = 2.47 and σ = 1.57, while the scores for the 12IE simulation is
sem = 0.11, BIAS= 0.14, var = 2.38 and σ = 1.54.

For the global statistical scores (including all stations at all times) it was found found that the bias, σ
and var decreased (Fig. 7.4) while the sem remained unaffected. The negative bias (−0.17◦C) in the
REF simulation was changed to a positive bias (0.14◦C) in the 12IE simulation. The largest decrease
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in bias was found during day and evening -time. The bias varied between −0.67◦C and 0.67◦C in the
12IE simulation and between −1.58◦C and 0.81◦C in the REF simulation. The global correlation
decreased by 0.03 when going from the REF to the 12IE simulations. In general the inclusion of the
first and second indirect effects led to decreased temperature during daytime and slightly increased
temperature during nighttime (Fig. 7.5a), at stations where cloud cover changed. Figure 7.5a
displays representative examples of stations located near such areas and near unaffected areas, along
with the change from the observations. The sem and σ decreased slightly on most stations (61% out
of total) located near cloud cover changes, while they remained unaffected or increased slightly at
stations in other parts of the domain. Although, T2m changed by more than 1◦C between REF and
12IE at some stations sem and σ only experienced small changes. This is due to a general better
performance during the day, where the clouds cooled the surface and a slight deterioration of the
performance during night where the clouds mainly increased surface temperature. Considering an
average over all the stations (Fig. 7.5b) it is found that the 12IE simulation performed slightly better
than REF during daytime and was almost unaffected during nighttime.

Figure 7.5: A: measured and predicted temporal T2m (C) development at various stations (station id refers to
figure 7.3) (right column) and the corresponding deviations between measured and predicted T2m (C). B:
Averages over all stations used in the T2m comparison, with 95 % confidence intervals (left) and the
corresponding deviations (right).

www.dmi.dk/dmi/sr09-01 page 91 of 124



Danish Meteorological Institute
Scientific Report 09-01

Comparing to PM2.5 measurements

The predicted total (nuclei plus accumulation mode) mass concentration of SO4 was compared to
observations made by the AIRPARIF air quality network, responsible for air quality survey over the
IIe De France region around the Paris agglomeration (www.airparif.asso.fr). Hourly PM2.5 data
from five urban and peri-urban stations were used, while the rest of the stations had missing values
for this date. Measurements of PM2.5 mass and composition are quite uncertain (up to 50 %) [56].
In particular the volatilization of semi-volatile aerosol components (such as ammonium nitrate and
semi-volatile organic material) during measurements leads to underestimation of the the
semi-volatile components, resulting in, e.g. too large sulfate fractions. We assumed that
approximately 15% of the PM2.5 was sulfate [191] and compared this to the hourly predictions made
by the model. An average over the five urban stations along with the deviation from the observations
is displayed in figure 7.6. The diurnal cycle is reproduced with maxima and minima corresponding to
the observations. A negative bias is clearly seen, in both the REF and 12IE cases, and in the morning
hours the deviation reaches 2 µg m−3. The average deviation is −0.97 µg m−3 in the REF simulation
and −0.87 µg m−3 for the 12IE simulation while the average observation, REF and 12IE values are
1.46 µg m−3, 0.48 µg m−3 and −0.58 µg m−3 respectively. Hence, the 12IE simulations perform
slightly better than the REF simulation, keeping the large uncertainty in the sulfate fraction in mind.

Figure 7.6: Upper figure: Average (over all stations) predicted and measured sulfate mass concentration (µg
m−3) versus time. Lower figure: Deviations between predicted and measured concentrations versus time.

Influence of the feedbacks on NO2 concentrations

Close to Paris the spatial structure of the NO2 plumes were mainly dictated by the emission
strengths. Following the general wind pattern the plumes extended towards the east with maximum
over Paris (Fig. 7.7A and B). Inclusion of the indirect effects led to large changes in NO2

concentration in the lowest model level. In order to determine whether the first or second indirect
effect were the main contributor to the effect separate model simulations were made where the first
and second indirect effects were likewise excluded (the 2IE and 1IE simulations respectively). From
figure 7.7 it is clear that the second indirect effect dominated both during night and day. The 1IE
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simulation generated large changes in the NO2 concentrations, thereby, underlining the nonlinearity
of the effects.
Considering the daytime NO2 maximum increase (49.2◦ N,2.7◦ E) (P1) the vertical profile changed,
consistently with increased convection, by transporting NO2 towards the surface (Fig. 7.7I). A
corresponding change was found in the boundary layer height. A similar situation existed for the
corresponding nighttime point, where strong vertical redistributions of the gases were found. From
figure 7.7I it is also clear that the second indirect effect was also dominant in the vertical.
In addition to the dynamical changes induced by the feedbacks, variations in air temperature, relative
humidity and cloud cover may directly influence chemical transformations of the NO2 as well as
scavenging by wet aerosols. In order to determine whether the feedback induced concentration
changes were primarily of dynamical or chemical origin the NO2 concentration tendency, at the
lowest level, due to dynamical influences (convection, advection, and diffusion) and the tendency
due to chemical and aerosol transformations were computed along with the dry deposition velocity.
Changes in wet deposition were neglected since precipitation is low and only experienced a slight
decrease of 1.5 mm outside the main plume, due to the second indirect effect. The inclusion of
feedbacks mainly modified the dry deposition velocity over water and can therefore not explain the
changes in the concentration field. The changes in dry deposition velocity is likely to be due to
variations in atmospheric stability. Figure 7.8A shows that the dynamical tendency difference
(between REF and 12IE) is an order of magnitude larger than the chemical tendency difference both
during day and night. Hence, the dynamically induced forcing of the NO2 concentration, due to
feedbacks, was much larger than the forcing induced in chemical and aerosol transformations. The
spatial distribution of the dynamical tendency difference correlates with the NO2 concentration
difference both during day and night. Although changes in the chemical transformations were
induced by the feedbacks, the NO2 concentration mainly changed due to dynamical influences.
The temporal development of the dynamical and chemical tendencies, in P1, for the REF and 12IE
simulations shows that the change in dynamical tendency is much larger than the change in chemical
tendency throughout the 24 hour period (Fig. 7.8E). During the morning hours the REF and 12IE
dynamical tendencies are sometimes anti-correlated and changes sign, underlining the importance of
the influence of the feedbacks in this particular case. Hence, the dynamical changes induced by the
feedbacks drives the maximum daytime increase in NO2.
The indirect effects gave rise to increased cloud cover (Fig. 7.9A). At individual locations the
changes in cloud cover caused large changes in the surface temperature and therefore also in near
surface air temperature (Fig. 7.9B). During night the maximum increase in two-meter air
temperature was 1.5◦C while during daytime the maximum decrease was 5◦C. The changes in
temperature facilitated the development of a residual circulation acting to redistribute the gases
(Fig. 7.9c). The feedbacks tended to decrease the 10-meter wind speed by 4 m/s during night and 5
m/s during daytime. The existence of convergent and divergent regions in the residual circulation
suggests increased convective activity. Comparing to studies including the direct aerosol effect
[253, 232], it is seen that the temperature signal found here is several degrees larger, underlining the
sensitivity of the surface radiation budget to changes in cloud properties. Hence, on these time scales
the aerosol indirect effects may be of larger importance than the direct aerosol effects.

Additivity of the feedbacks

The importance of the non-linearity of the feedbacks may be examined further by subtracting the
linear (results from adding the NO2 concentrations from the 1IE and 2IE simulations) from the
non-linear signal (NO2 concentration resulting from simulation including both first and second
aerosol indirect effects). The non-linear contribution was substantial (Fig. 7.10) and the order of
magnitude was the same as the individual effects. Both during day and night, non-linearity leads to a
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Figure 7.7: A and B shows the NO2 concentration (µg m−3) for the REF simulation, C and D shows the
difference (REF-12IE) between REF and 12IE, E and F displays the difference (REF-2IE) between REF and
2IE, G and H displays the diffe rence (REF-1IE) between the REF and 1IE simulations. The left column
corresponds to 12 UTC 29 June 2005 while the right column corresponds to 00 UTC 1 July 2005 respectively.
I displays the the NO2 concentration as function of pressure in the point P1 P1 (point of maximum daytime
increase in NO2 concentration) during day (12 UTC 29 June 2005).

large (as compared with Fig. 7.7A and B) decrease of the NO2 concentration. During night the
maximum decrease was 235 µg m−3 while during daytime it was 180 µg m−3. These findings
underline the non-linearity of the convective and precipitative processes and indeed part of the NO2

concentration changes observed could be due to such nonlinear changes in convection. Hence, in this
case, it is of great importance to not constrain the non-linear degrees of freedom too much when
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Figure 7.8: A and B displays the day (12 UTC 29 June 2005 ) and night (00 UTC 1 July 2005) -time
dynamical tendency, whi le C and D shows the corresponding chemical tendency. Plot E displays the temporal
development of the dynamical and chemical tendencies for REF (Dyn-ref, Chem-ref) and 12IE (Dyn-12IE,
Chem-12IE at the point P1 P1 (point of maximum daytime increase in NO2 concentration).

simulating aerosol-meteorology feedbacks. Models employing prescribed aerosol fields, may
therefore exaggerate the indirect effects because they resrict some important degrees of freedom.
The large nonlinear component underlines the importance of doing many case studies varying the
meteorological and pollution conditions. Further studies are planned for the future.
This study considers warm-phase clouds only. It is possible that the inclusion of feedbacks through
the ice-phase could act to decrease the signal found here. For instance, when aerosols are transported
into supersaturated environments above the 0-isotherm they may lead to increased precipitation
instead of a decrease. This could act to deplete the aerosols via wet scavenging. During this study
very little precipitation was present and the effect of including the ice-phase is presently not clear.

Conclusion

Two-way aerosol-meteorology feedbacks, mediated through the first and second aerosol indirect
effects, had important influences on the NO2 concentration near the surface in a case with convective
cloud cover and little precipitation. The change in NO2 concentration was of order 100 µg m−3

during day and night. The first indirect effect seemed to be of considerably less importance than the
second indirect effect which dominated in all respects. The concentration changes were mainly
induced by dynamical changes in the dispersion of the species. The second indirect effect led to
increased cloud cover and thereby in large changes in surface and air temperature. The induced
residual circulation acted to redistribute the species both horizontally and vertically. Comparison of
the model temperature and aerosol mass concentration against measurements showed that the
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Figure 7.9: A and B: Day (12 UTC 29 June 2005 ) and night (00 UTC 1 July 2005) -time changes in cloud
cover between REF and 12IE (REF-12IE). C and D: Corresponding day and night -time changes in T2m (C)
(numbers indicate local maxima). E and F: Residual circulation in the form of wind arrows at 850 hPa and 710
hPa superimposed on the corresponding changes in NO2 concentration (REF-12IE) (µg m−3).

reference simulation performed satisfactorily and the overall performance improved slightly when
the first and second indirect effects were included.
Non-linearity of the interaction between the aerosols and meteorology is important and acts to
decrease the effect of the feedbacks on the NO2. Therefore, models with prescribed aerosol fields
may exaggerate the effects of the feedbacks. The study considered here consisted of a single
meteorological case and therefore, no general conclusions should be drawn, especially in light of the
non-linearity of the effect. Therefore, more case studies, in other meteorological situations, are
required in order to fully understand the influence of these feedbacks on pollutant dispersion and
transformations.

Summary and conclusions
The first indirect aerosol effect seems to be well understood in terms of both modeling and
observations. The second indirect aerosol effect is difficult to observe directly and recent results
from LES simulations show that it may be more complex than originally hypothesized. As the
effective droplet radius become smaller (high pollution load) the droplets evaporate more easily
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Figure 7.10: Day (12 UTC 29 June 2005 ) (left) and night (00 UTC 1 July 2005) (right) -time nonlinear part
of the NO2 concentration field (µg m−3).

leading to shorter cloud lifetime while for low pollution load the situation is reversed.

Using a one-dimensional version of Enviro-HIRLAM in an idealized test case, it was shown that the
parameterization of the second indirect effect reproduces the low pollution regime, leading to
increased LWP. For high pollution load precipitation may be shut off and it was concluded that the
parameterization is appropriate for low pollution levels.

In the full three-dimensional simulations the inclusion of the first and second indirect aerosol effects
led to marginally better correspondence with observations of T2m and aerosol mass concentration, in
a case with convective activity and light rain. The effect of the feedbacks on the NO2 concentration
near the surface was substantial and the second indirect effect dominated the first at all times. The
feedbacks led to a dynamical redistribution of NO2 rather than changes in photolysis rates or
chemical reaction rates. Nonlinearity played an important role in dampening the effect of the
feedbacks and the first and second indirect aerosol effects were not additive.
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General discussion and conclusion
The main hypothesis of this study is that the aerosol indirect effects may exert an important influence
on the distribution of aerosols and trace gases on short time scales. In order to test the hypothesis,
two objectives were defined. The main objective has been to develop a model which is able to
simulate the aerosol indirect effects and the secondary objective has been to employ the model in a
case study of the influence of the aerosol indirect effects on trace gas distributions. The HIRLAM
model was used as a base for the new Enviro-HIRLAM online coupled chemical weather model.
Several issues made usage of an online coupled model important. An offline model does not permit
feedbacks between aerosols and meteorology because the timescales of the coupling would be too
great (notice that in the definition applied here, usage of a very short coupling interval would lead to
an online access model, which, although cumbersome, could include feedbacks). In addition, usage
of an offline model is inappropriate because the time scales of the feedbacks are of the order minutes
to an hour whereas the coupling interval in an offline model is typically one to three hours. Using an
online coupled model removes post processing of the input fields (temporal and spatial
interpolation), it does not apply an ’artificial’ cut-off in the variability of the meteorological fields
and it is possible to avoid inconsistencies. The last point is not trivial, even in online models.
Dynamical cores often employ semi-implicit methodology and the model mass field is often a
solution to an elliptic equation. Consistency of the tracer fields within this numerical set-up is
challenging due to the numerics of the elliptic solvers (e.g. the Helmholtz solver in
Enviro-HIRLAM). Furthermore, strict conservation of species mass does not automatically imply
conservation of relative concentration fields, i.e. the ratio of species concentrations. Nonlinearity of
the numerical schemes and the chemical equations may enhance errors if the concentration ratios are
changing due to the numerical solution schemes. This effect, however, is believed to be of minor
importance as compared to conservation of mass.
The effect of the coupling interval was investigated, in a simulation of the ETEX-1 release, by using
the model in online access and offline mode, and concentration levels at individual stations were
compared to observations. The main conclusion was:

• The meteorological coupling interval in an offline model may prohibitive of its transport and
dispersion performance if the tracer is affected by mesoscale systems.

Mesoscale systems include breeze and frontal circulations as well as cloud and precipitation
development. Such perturbations in the large scale flow have timescales which are below that of the
coupling interval and they are therefore not resolved by the offline models.
Comparing to other online coupled models developed in Europe, Enviro-HIRLAM is the only one
containing a representation of the second aerosol indirect effect. It should, however, be noted that the
effect is not explicitly resolved (e.g. using a size resolved cloud model), but is based on
parameterizations of aerosol activation and cloud properties. The only model in use in Europe
containing explicit aerosol-cloud interactions is WRF-CHEM. Investigations using this model
supports the basic hypothesis of this study. It can be questioned whether a bulk cloud microphysics
scheme can represent the second aerosol indirect effect realistically enough to investigate the effects
of varying the load of anthropogenic aerosols. However, in principle the sensitivity of the
autoconversion formula could be too sensitive towards variations in the activated fraction of the
aerosols. The parameterization of the second aerosol indirect effect was investigated in a
one-dimensional version of Enviro-HIRLAM. The main conclusion was:
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• The parameterization of the second aerosol indirect effect is applicable for normal pollution
loads. In a case with deep tropical convection and precipitation the second aerosol indirect
effect leads to more vigorous convection and increased liquid water path as hypothesized in
the second aerosol indirect effect. These results are also in line with results from detailed LES
simulations.

The model transport, dispersion and deposition capabilities were evaluated in simulations of the
ETEX-1 release and the Chernobyl accidental release and compared to measurements of
concentration and deposited Cs137, respectively. The main conclusions of these simulations were:

• Enviro-HIRLAM performed satisfactorily in a test of its ability to transport and disperse a
passive tracer. It was found that the concentration was overestimated close to the source
regions, giving rise to a large global error. This is a consequence of the Eulerian treatment of
the source point.

• Enviro-HIRLAM performed satisfactory in a test of its ability to dry and wet deposit Cs137.

Currently, all source points are assumed to be located in the lowest model layer. This assumption,
however, is not fulfilled for stacks which may extent further than 30 meters in the vertical direction.
The overestimations of the concentration fields near source points may, therefore, partly be removed
by including an emission model and by redistributing the emissions corresponding to, e.g. stacks in
the vertical. The ability of Enviro-HIRLAM in combination with the NWP-Chem gas-phase
chemistry scheme, to predict the concentration of NO2 was investigated in a single case study, with
convective activity and light rain. The main conclusion was:

• Enviro-HIRLAM using NWP-Chem scheme was shown to perform satisfactorily, away from
major source points, when comparing predicted and measured NO2 concentrations. During
night the model slightly overpredicted the concentration and during day there was an
underprediction.

The full three-dimensional model was used to simulate a particular convective summer case with
light precipitation (the same meteorological case as mentioned above) and the influence of the
indirect aerosol effects on the distribution of NO2 was investigated. This simulation also included
comparisons between predicted and measured T2m and aerosol mass concentration. The key
findings of these simulations were as follows:

• Comparison of T2m and aerosol mass concentration with observations showed satisfactory
performance of the model and inclusion of the first and second aerosol indirect effects led to a
slight improvement in the performance.

• The feedbacks (through the aerosol indirect effects) led to changes in cloud cover and
correspondingly large changes in temperature and wind fields.

• The feedbacks from the first and second aerosol indirect effects led to dynamical
redistributions of NO2 in the lowest model level. The changes were mainly due to increased
convective activity.

• The effect of the feedbacks on dynamics was more important than the effect on chemistry.
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• The second aerosol indirect effect dominated the first indirect effect.

• The first and second aerosol indirect effects were not additive and nonlinear effects were
strongly dampening of the effects on the NO2 concentration.

The case study presented here supports the main hypothesis of this study. The hypothesis is based on
the fact that short time scale cloud feedbacks are already known to be of importance in local and
regional circulations [215]. These include cloud-radiation feedbacks. All types of boundary layer
clouds block out sunlight and shade the surface, resulting in fewer and weaker thermals, suppressing
the growth of the mixed layer. Hence, this is a negative feedback on cloud development and may for
some types of clouds cause decoupling from the surface. Another type of negative feedback is based
on dynamics. If a cloud withdraws air from the mixed layer it causes suppression of the growth of
the mixed layer and fewer thermals reach lifting condensation level. Other types of feedbacks
(including positive ones) exist as well and the aerosol indirect effects are inducing changes in an
existing feedback system and are therefore feeding back upon the aerosol distributions. However,
general conclusions cannot be drawn from a single case study. Assuming that the hypothesis is
correct, the interaction between weather and air pollution is stronger than previously assumed. This
is mainly because pollutants such as gases and particles are global in nature and cannot be neglected.
Currently, the aerosol number concentration over continental areas is one to two orders of magnitude
larger than over marine areas. Hence, there is a significant impact on weather through changes in
clouds, precipitation and the surface radiative balance.
As described previously in the introduction [232] found strong modifications of the shortwave
radiation balance due to the aerosol direct effect. In this case mineral dust from desert sand storms
acted as low clouds and blocked out sunlight. The radiative balance is very sensitive to changes in
cloud cover. Feedbacks due to the aerosol direct effect have also been considered with WRF-CHEM
[253], in this case over Texas where the aerosol concentration and composition is much different.
Temperature changes below 1◦C, were found when comparing simulations with and without
feedbacks, were found. The surface PM2.5 concentration was about 20 µg m−3 during most of the
day and hence corresponded to a relatively high concentration. These simulations are not directly
comparable to the simulations presented in this study but it is likely that the aerosol indirect effects
will be of greater importance to weather and pollutant dispersal in certain meteorological cases, far
away from sand storms. Such cases may include light rain, convective instability and low large scale
forcing.
The aerosol indirect effects are of particular importance in climate modeling since the estimated
global radiative forcing due to the aerosol indirect effects is about -0.5 Wm−2 thereby, these effects
may counteract part of the warming due to the increase in greenhouse gases. The nonlinearity of the
effects is consistent with climate studies showing that the sum of the radiative forcings adhering to
the aerosol indirect effects is greater than the forcing from the combined effect [197]. Most current
climate models applies imposed aerosol fields from offline CTM’s and therefore do not include such
feedbacks. This is mainly due to computational issues since high spatial resolution and cloud
microphysics are computationally demanding. The results presented here show that it is possible to
represent at least some aspects of the aerosol indirect effects using a simplified parameterization.
Given the long time scales simulated with climate models and the nonlinearity of the chemical
reactions it is likely that aerosol-cloud feedbacks will be of importance in climate modeling. The
GATOR model has been used in a regional climate simulation to assess the aerosol direct,
semi-direct and aerosol indirect effects in a one-month simulation nesting from a global domain (4◦

× 5◦) to a domain covering parts of California (0.045◦ × 0.05◦). A reference simulation without
aerosol feedbacks was compared to simulations including the feedbacks. Strong monthly and
domain averaged feedbacks on the aerosol number concentration were found. The feedbacks acted
to increase the near-surface number concentration of particles larger than 1 nm by 56% during
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February and 43% during August. Near-surface aerosol liquid water content increased by 40% in
February and 47% in August due to the feedbacks [103]. Although not directly applicable to the
simulations presented here, it demonstrates that the feedbacks may be of importance to the
distribution of aerosol and trace gas fields, also over longer time scales.
Feedbacks on short time scales have not previously been investigated in detail and a classification is
currently lacking. A classification of aerosol-meteorology feedbacks could be based on the chain of
processes relating the aerosols and meteorological fields: The presence of anthropogenic aerosols in
the atmosphere leads to changes in the radiative balance, directly or through interactions with
clouds, and to changes in condensation/evaporation processes. These changes can have two effects
with respect to the aerosols: Either circulation changes are induced (dynamical or physical effect),
which act to re-distribute the aerosols (including increased/decreases deposition), or chemistry is
changed, modifying aerosol chemistry and equilibration. Changes in gas-phase and aerosol
chemistry may be induced by changes in cloud cover, affecting the actinic fluxes, and leading to
changes in photolysis rates or changes in chemical reaction rates due to temperature changes. Hence,
two types of feedbacks may be introduced; those working through dynamical or physical effects and
those acting through chemical effects.

Outlook

Using Enviro-HIRLAM as an air-quality model, focusing on ozone forecasting, will be considered
and long term evaluation of its predictive skill will be carried out. Several research issues are
planned: The general topic of aerosol-meteorology feedbacks and its consequences for weather and
trace gas distributions will be examined in more detail. In particular the properties of the
parameterization of the second aerosol indirect effect will be considered further in the
one-dimensional set-up and then applied in the climate model HIRHAM [147] used at the Danish
Climate Center for climate projections. A more detailed condensation scheme based on modified
Köhler theory will be implemented in order to examine the effects of organics on the aerosol indirect
effects. Feedbacks through the aerosol direct effect and gaseous absorption will also be considered.
This work will be done in the context of various projects in which Enviro-HIRLAM is already in
use. MEGAPOLI (Megacities: Emissions, urban, regional and Global Atmospheric POLlution and
climate effects, and Integrated tools for assessment and mitigation) is a FP7 European Commission
project (www.megapoli.dmi.dk) considering the effect of megacity pollution on local, regional and
global weather and climate. The CEEH (Center for Energy Environment and Health) project seeks to
economically optimize the use of energy systems in Denmark, accounting for externalities. During
this study an Enviro-HIRLAM version for pollen prediction has also been developed (results not
shown). This version consists of online coupled passive pollen transport, dispersion and deposition
and an emission module for birch pollen, developed in collaboration with the Finish Meteorological
Institute. The model is currently being tested and is expected to become operational for the 2009
pollen season. Similarly, an urbanized version including the effects of urban roughness, heat fluxes
and urban albedo changes has been developed and is currently being tested (results not shown).

Several research groups are now involved in further developments of Enviro-HIRLAM. These
include the University of Copenhagen (implementation of a new mass conserving consistent
dynamical core), University of Tartu (aerosol-radiation feedbacks), Russian State and
Hydro-Meteorological University (gas-radiation feedbacks, deposition), Tomsk State University
(obstacle-resolved modeling with Enviro-HIRLAM), Belgium Royal Meteorological Institute (urban
aerosol), Vilnius University (urbanization), and Odessa State Environmental University (boundary
layer parameterizations and validation). In addition the HIRLAM consortium has opened a
chemistry branch which is going to feature Enviro-HIRLAM with the NWP-Chem scheme as a
baseline system. Hence, all HIRLAM member institutions may download, use and further develop
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the model (non-HIRLAM member institutions are acquired to sign an agreement). The NWP-Chem
scheme is being continuously developed and new versions will be implemented and tested in the
context of the HIRLAM chemical branch.

Summary
The continental regions of the Earth are heavily polluted by aerosols in the size range important for
cloud and precipitation development. These are mainly formed through secondary gas-to-particle
conversion processes in the plumes of major urban areas. As clouds form in polluted air masses the
hygroscopic aerosols will compete for the available water vapor, leading to the formation of more
numerous but smaller cloud droplets for the same liquid water content. This in turn leads to increased
cloud albedo and the suppression of rain and drizzle in warm clouds, and subsequent changes in
cloud liquid water path, cloud fraction and cloud lifetime. These effects are denoted the first and
second aerosol indirect effects and their influence on global climate is currently receiving much
attention. However, recent results from large eddy simulations, including detailed representations of
cloud microphysics, indicate that feedbacks between cloud dynamics and microphysics is of great
importance in shaping the response to an increase in cloud droplet number concentration. The
suppression of drizzle in stratocumulus and of rain in cumulus clouds may lead to more vigorous
convection. However, since smaller droplets evaporate more easily than larger droplets, a large
pollution load can also lead to a shortening of cloud lifetime. In either case the dynamical changes
may be of importance to the distribution of aerosols and trace gases on short timescales (hours to
days) as well as on climatic timescales. The aerosol and trace gas distributions may be affected by
changes in wind, mixing strength, boundary layer stability or rainout. As cloud cover changes, the
actinic fluxes are modified leading to modifications in photolysis rates, and temperature changes may
lead to variations in chemical reaction rates affecting both trace gases and aerosols. In order to
investigate the importance of such feedbacks on the trace gas distributions, a chemical weather
model using a bulk cloud microphysics scheme and coupled aerosols and clouds through
parameterizations of the first and second aerosol indirect effects was used. The model is based on a
short-range numerical weather prediction model and with regards to spatial and temporal resolution
it fits between climate and LES models. Meteorological dynamics and physics is represented and the
evolution of the size-resolved aerosol number and mass concentrations were added, accounting for
primary and secondary aerosol emissions, growth by condensation and coagulation, dry and wet
deposition and gas-liquid phase equilibration. Trace gas chemistry is represented in a new chemistry
scheme accounting for the processes of most importance for the evolution of the aerosol fields.

The model was tested for its ability to transport and disperse a passive tracer by simulating the
release during the first European Tracer Experiment (ETEX-1) and comparing the modeled mass
concentrations to measurements. Performance was good but an overestimation of the concentration
close to the source led to a positive bias. Aerosol deposition was tested in a simulation of the
accidental release of Cs137 during the Chernobyl accident. The model performed satisfactorily. The
choice of an online model instead of an offline model was investigated by running the model in
offline and online mode in a simulation of ETEX-1 and comparing the concentration fields at
different stations. It was found that offline models are susceptible to large errors if the plume is
affected by mesoscale eddies which have short timescales. The variability cannot be resolved by the
coupling interval in an offline model. In a one-dimensional version the parameterization of the
second indirect effect was considered in detail and it was found that increasing the pollution load led
to increased cloud droplet number concentration, suppression of rainout and increased liquid water
path, in line with the hypothesis of the aerosol second indirect effect. Whether the simplified
parameterization can simulate some of the other properties found by detailed LES models is
currently not known.
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In a convective case, with light rain, the ability of the model to predict the mass concentration of
sulfate aerosols was tested and found to be satisfactory. When comparing simulations with and
without the aerosol indirect effects, it was found that two-meter temperature was predicted
marginally better when the indirect effects were included. The mass concentration of NO2 (and other
trace gases) was heavily modified by the feedbacks. This modification was solely due to dynamical
changes and not through the chemistry mechanism suggested above. When both the first and second
indirect effects were included the first effect was without influence. The second aerosol indirect
effect led to increased cloud cover in some areas of the modeling domain, and, correspondingly, to
large changes in air temperature. A residual circulation with several convective cells redistributed the
trace gases leading to large changes in concentration levels.

This work suggests that the aerosol-cloud feedbacks mediated through the aerosol indirect effects
may be of importance for the distribution of aerosols and gases in cases with convective instability,
light rain and normal pollution load. The study also emphasizes the need for online models in
modeling cloud-aerosol interactions and aerosol and trace gas distributions.
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Appendix 1: Vertical coordinates
This appendix displays the coefficients used in the definition of the vertical η coordinates:

Full level (k)a A B

1 1003.0288086 0.0000000
2 3001.4104004 0.0000000
3 4960.2226562 0.0003962
4 6836.0625000 0.0019211
5 8594.7812500 0.0051903
6 10209.9921875 0.0107089
7 11661.8281250 0.0188780
8 12935.8710937 0.0300004
9 14022.3007812 0.0442874
10 14915.1914062 0.0618649
11 15611.9296875 0.0827797
12 16112.7851562 0.1070057
13 16420.5507812 0.1344501
14 16540.2812500 0.1649603
15 16479.0976562 0.1983290
16 16246.0195312 0.2343019
17 15851.8515625 0.2725827
18 15309.0937500 0.3128400
19 14631.8203125 0.3547139
20 13835.6132812 0.3978215
21 12937.4218750 0.4417636
22 11955.4335937 0.4861313
23 10908.9218750 0.5305114
24 9817.9960937 0.5744935
25 8703.3828125 0.6176761
26 7586.1132812 0.6596724
27 6487.1289062 0.7001174
28 5426.9101562 0.7386733
29 4424.9843750 0.7750363
30 3499.3583984 0.8089430
31 2665.9750977 0.8401762
32 1938.0393066 0.8685716
33 1325.3183594 0.8940237
34 833.3806152 0.9164925
35 462.8203125 0.9360095
36 208.4135284 0.9526840
37 58.2347870 0.9667096
38 3.6336498 0.9783701
39 0.0000000 0.9880459
40 0.0000000 0.9962208

aThe levels are labeled from top to bottom

Appendix 2: b-parameters
Parameters for the radiation parameterization adhering to equation 5.6 [243].

Absorption parameters Transmission parameter

b10a 1.55 · 10−4 b13a 7.00

b10b 8.18 · 10−3 b13b −4.75

b11 1.29 b14 8.30 · 10−2

b12 0.545

Appendix 3: Enviro-HIRLAM call tree
A partial call tree of Enviro-HIRLAM displaying names of the major subroutines which have been
modified or added and a short description of the processes described in the routines.
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Appendix 4: Zero-dimensional testing of NWP-Chem
A box model version of NWP-Chem has previously been tested at DMI as part of the development
of the scheme [79]. The results are not published yet and therefore an overview is given here. The
test is based on the urban plume case defined in a EUROTRAC sub-project [182]. The set-up
considers a clear sky case on 1 July 1985 at local noon in the point (45◦ N, 0◦ E). The solar
declination is 23◦ and the ground albedo is assumed to be 0.1. The model was integrated forward
120 hours using surface conditions. The initial temperature was 288.15 K, the pressure was 1013.25
hPa, the specific humidity was 1 % and the table shows the initial conditions of the species. All other
species fields were initially set to 0. All aerosol options as well as dry and wet deposition was
switched of, so that only gas-phase chemistry was considered. Emissions were taken from [182] and
corresponds to 1.1 · 106 cm−3s−1 NO, 2.2 · 105 cm−3s−1 SO2 and 2.4 · 106 cm−3s−1 CO (other
species such as VOC’s may be found in the reference).

The test case was repeated three times using the RACM scheme with a GEAR solver (green lines in
the figure), NWP-Chem with a GEAR solver (blue line in figure) and NWP-Chem with the QSSA
solver (green line in figure). The figure displays the temporal development of NO, NO2, O3, SO2 and
H2SO4 for the three executions. All the schemes reproduced the diurnal cycles of NO and NO2 and
O3. NWP-Chem has a tendency to overestimate the daytime peaks in NO as compared to the RACM
scheme and the afternoon to evening level of constant concentration is less pronounced. Likewise,
for NO2 the overall structure of the peaks compares well with RACM but the fine scale structure is
not reproduced. NO acts as a sink for O3, but the larger concentration of NO2 during daytime and the
comparable concentration during nighttime exerts a strong forcing on O3 leading to a general
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Specie Initial mixing ratio
NO 37.5 ppbV
NO2 12.5 ppbV
O3 50.0 ppbV

SO2 8.66 ppbV
CO 94.5 ppbV

VOC 0.5 ppmC
HNO3 0.10 ppbV

H2 500 ppbV
H2O2 2.0 ppbV

HCHO 1.0 ppbV
CH4 1700 ppbV

increase.

The diurnal cycles of SO2 and H2SO4 are in phase with the RACM simulation. In both NWP-Chem
and RACM the balance be tween SO2 and H2SO4 is controlled by the HO concentration (see chapter
3.11). The main difference between RACM and NWP-Chem is the simplifications in the
NWP-Chem organic chemistry. The organic reactions have great influence on the HO concentrations
in RACM. The simplifications in NWP-Chem leads to an overestimation of HO and, thereby, to a
general underestimation of SO2 and an overestimation of H2SO4.

In general the simple NWP-Chem scheme compares well with RACM and reproduces most features
of the concentration evolution for the species considered here. Overestimations of SO2 and
underestimations of H2SO4 are induced by the simplified treatment of organic chemistry in
NWP-Chem.
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