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Abstract.  The objective of this study was the empirical error analysis and the comparison 
of a set of refractivity profiles retrieved from CHAMP (CHAllenging Minisatellite 
Payload) radio occultation observations. The data set comprises one week of observations, 
January 1–7, 2003, with about 1200 radio occultation profiles. We compared refractivity 
profiles based on geometric optics retrievals of three different retrieval schemes including 
the GRAS SAF prototype retrieval of DMI (Danish Meteorological Institute, Copenhagen), 
the operational retrieval of GFZ (GeoForschungsZentrum, Potsdam), and the EGOPS/CC 
retrieval of IGAM (Institute for Geophysics, Astrophysics, and Meteorology, Graz). The 
error statistics is based on the comparison of the retrieved profiles with co-located 
refractivity profiles calculated from ECMWF (European Centre for Medium-range 
Weather Forecasts) analyses fields. Overall, quite consistent results are found for the three 
different retrieval schemes, showing a bias of about -0.3% at 5–25 km height with respect 
to ECMWF. The standard deviation is about 0.5–1% at 5–30 km height for the DMI and 
the GFZ retrieval, respectively. The IGAM retrieval shows a larger standard deviation of 
up to 1.5% above 20 km height. Differences in the error characteristics are most 
pronounced above 30 km height which can be attributed to the differences in the retrieval 
schemes, most probably to the bending angle initialization. The results are consistent with 
the findings of Wickert et al. (2003a; 2003b) and Kuo et al. (2003). Furthermore error 
correlation functions were analyzed showing consistency with respect to those derived in a 
simulation study by Steiner and Kirchengast (2003a). The provided error characteristics are 
an estimate of the upper error level since they contain both, the observational error of the 
retrieved data and the model error of the ECMWF analyses. The thorough estimation of the 
ECMWF model error is subject to near future work. This will allow the separation of the 
observation error and the specification of proper observation error covariance matrices for 
data assimilation systems. Meanwhile the simple error covariance model based on the 
simulation study results (Steiner and Kirchengast, 2003a; 2003b) adjusted to the error 
magnitude of the respective observing and retrieval system seems to be a quite useful 
approximation. 
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1 Introduction 

The assimilation of radio occultation data has the potential to significantly improve the 
accuracy of global and regional meteorological analysis and weather prediction which has 
been confirmed by several studies (e.g., Kuo et al., 2000; Healy et al., 2003). One 
important issue in this respect is the knowledge on radio occultation measurement errors in 
order to formulate proper observation error covariance matrices for data assimilation 
systems.  
 Since refractivity seems to be the most appropriate parameter for assimilation purposes 
we performed an empirical error analysis of a set of refractivity profiles retrieved from 
CHAMP radio occultation observations. Three different data processing schemes were 
compared and analyzed including the refractivity retrievals of GFZ (Potsdam), DMI 
(Copenhagen), and IGAM (Graz). The error statistics is based on comparison to reference 
profiles calculated from ECMWF analyses fields. This implies that the error statistics 
includes both, the observation error and the ECMWF model error. Since we do not yet 
have realistic error estimates for the ECMWF model error in order to separate it from the 
observation error we provide an estimate of the upper error level for refractivity.  
 We analyze refractivity error characteristics comprising bias, standard deviation and 
error correlation functions. The results of this study are compared to the findings of 
Wickert et al. (2003a; 2003b) and Kuo et al. (2003) who analyzed CHAMP and SAC-C 
(Satelite de Aplicaciones Cientificas-C) data. We also compare to the results of a 
simulation study on empirical error characteristics of radio occultation data which is the 
precursor of this work (Steiner and Kirchengast, 2003a; 2003b). 
 Section 2 gives a description of the data set and the retrieval algorithms. In Sec. 3 the 
error statistics calculation is described. The results of the error statistics are described in 
Sec. 4 for the three different retrieval schemes. A comparison and discussion of the results 
is given in Sec 5. Summary and conclusions are drawn in Sec. 6. 
 

2 Description of the Data Set and Retrieval Schemes 

This study is based on a CHAMP level 2 data set comprising one week of radio occultation 
observations, January 1–7, 2003, with 1253 profiles of atmospheric excess phases in total. 
The data are available from the CHAMP Information System and Data Center at GFZ 
Potsdam (http://isdc.gfz-potsdam.de/champ). A comprehensive description of the CHAMP 
data processing is given by Wickert et al. (2003a; http://www.gfz-potsdam.de/gasp). 

Refractivity profiles were calculated from this data base of excess phase profiles by 
using three different processing schemes:  
- The operational retrieval (version 4) of GFZ Potsdam, CHAMP level 3 data,  
- the GRAS SAF (Global navigation satellite system Receiver for Atmospheric Sounding 

Science Application Facility) prototype retrieval of DMI, Copenhagen, and,  
- the EGOPS/CC (End-to-end GNSS Occultation Performance Simulator/CHAMPCLIM) 

retrieval version 1 of IGAM, Graz. 
All three retrieval schemes are based on the standard geometric optics approach for the 

calculation of bending angle profiles and on the Abel inversion technique for the 
calculation of refractivity profiles (see e.g., Hocke, 1997; Steiner et al., 1999). Basically, 
the processing chain from excess phases via bending angles to refractivity involves 
smoothing of the data, an ionospheric correction scheme, the initialization of the measured 
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bending angle profiles, and a quality control. Table 1 gives an overview on the refractivity 
retrieval schemes of GFZ, DMI and IGAM with respect to the implementation of these 
processing steps.  

Smoothing in the GFZ retrieval is performed with a sliding window over 90 data points 
while DMI and IGAM apply a regularization routine (Syndergaard, 1999).  

In all three retrievals an ionospheric correction of bending angles (Vorob’ev and 
Krasil’nikova, 1994) is performed while slight differences in the extrapolation of bending 
angles in the troposphere exist (see Table 1).  

The measured bending angle profiles are initialized with background bending angle 
profiles stemming from the MSISE-90 model (Hedin, 1991) which is used by GFZ, DMI 
and IGAM. GFZ performs a statistical bending angle optimization with inverse variance 
weighting following the scheme of Sokolovskiy and Hunt (1996). The error in the bending 
angle is estimated for each observation between 60–70 km using noise analyses. The 
model bending angle error of the MSISE-90 climatology is set to 20%. DMI has 
implemented the heuristic bending angle optimization method proposed by Hocke (1997) 
constraining the data profile with a model profile from the MSIS90_DMI model 
(Syndergaard, 1999) above 45 km. They use a best fit model bending angle after 
performing a zonal band search and a longitudinal search in the MSISE90_DMI model 
data base. In the IGAM retrieval a best fit model bending angle using a global search 
algorithm in the MSISE-90 model data base with an empirical background bias correction 
(Gobiet, 2003) is used. A statistical optimization with inverse covariance weighting after 
Healy (2001) is applied using vertical error correlation with the background bending angle 
error set to 15% and the measured bending angle error estimated above 60 km. 

The GFZ quality control is based on a comparison with ECMWF analyses. The 
refractivity profile is rejected if at least one data point shows more than 10% in fractional 
difference between 8–35 km. Below 8 km the refractivity profile is cut off if the fractional 
difference exceeds 10%. DMI and IGAM have an intrinsic quality control where the 
profile is cut off when large impact parameter ambiguities occur. The DMI quality check 
requires continuous data between 10–45 km. IGAM additionally compares to ECMWF 
analyses rejecting refractivity profiles with more than 10% in fractional difference. 

For this study the global ensembles were analyzed and in addition the data sets were 
separated into three latitude bands, low (−30° to +30°), middle (±30° to ±60°), and high 
(±60° to ±90°) latitudes. The total number of refractivity profiles is different for each 
retrieval scheme due to the different implementation of the above described processing 
steps. Especially, the implemented quality checks with its cut-off criterions determine the 
‘length’ of the profiles and thus the number of data points in the troposphere going into the 
error analyses. GFZ provides a total number of 1253 refractivity profiles (100%) 
corresponding to the number of excess phase profiles (level 2 data), the IGAM retrieval 
gives 1184 (~94%) and the DMI retrieval 1038 (83%) refractivity profiles, respectively. 
Instead of using the 1253 original profiles of GFZ we restricted to the number of IGAM 
retrievals. Thus, the number of profiles for GFZ in this study is exactly the same as for 
IGAM in order to be consistent in the interpretation of the results. For technical reasons we 
could not adjust the number of profiles to be the same for all three data sets.  
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Retrieval 
Steps 

GFZ 
Operational Retrieval 
Version 4, Jul. 2003 

IGAM 
EGOPS/CC Retrieval 
Version 1, Jul. 2003 

DMI 
GRASSAF Prototype 

Jul. 2003 
Smoothing  Smoothing via 90 data points Smoothing using regularization 

(third order norm,  
regularization parameter = 
10^(Sampling rate/10)  
(Syndergaard 1999) 

Down-sampled to 10 Hz using 
the average of the 5 neighbor 
points.  
Smoothing using 
regularization, regularization 
parameter = 10^4 

Ionospheric  
Calibration 

Linear combination of bending 
angles (α1, α2 ) 
(Vorob’ev and Krasil’nikova, 
1994) 
<12km: α2’= α1+∆α 
∆α is mean difference (via 
4 km) between α1 and α2 at 
12 km, the transition between 
α2 and α2’ is done “smooth” 
between 12 – 8 km (cos2 
weighted combination of α2 
and α2’, 100% α2 at 12 km, 
100% α2’ at 8 km) 
 

Linear combination of bending 
angles 
(Vorob’ev and Krasil’nikova, 
1994). 
L2 bending angles < 15 km are 
derived via L1-L2 extrapolation. 

Linear combination of bending 
angles. 
L2 bending angles < 10 km are 
derived via L1-L2 
extrapolation. 

Bending 
Angle 
Initialization 

Bending angle optimized 
(Sokolovskiy and Hunt, 1996), 
with MSISE-90 (Hedin, 1991),  
estimation of the observation 
error for each occultation using 
noise analyses between 60 –
 70 km, and a model bending 
angle error of 20%. 

Statistical Optimization (inverse 
covariance weighting, Healy 
2001) up to 120 km.  
Between topmost observed 
data point and 120 km:  
100% background information. 
Vertically correlated 
background- (correlation length 
L=6 km) and observation- 
(L=1 km) errors. Observation 
error estimated from observed 
profile above 60 km for 
measured CHAMP data. 
Background error: 15%. 
Background information 
source: MSISE90-based 
bending angle profiles (Hedin, 
1991), empirical background 
bias correction (Gobiet 2003). 
 

Statistical optimization (Hocke 
1997) constraining the data 
profile with a model profile from 
the MSIS90_DMI model 
(Syndergaard, 1999) above 
45 km. At 60 km the bending 
angles are set to be identical to 
the model profile. The model 
profile is found from the 
MSIS90_DMI bending angle 
model as a best fit between 45 
and 75 km, doing a zonal band 
search at +/-15 deg around the 
tangent point latitude (every 
1 deg) and for all longitudes 
(every 5 deg). 

Quality 
Control 

10% in fractional refractivity 
ECMWF 
8–35 km: profile rejected 
<8 km: profile cut off 

Intrinsic quality control:  
Lower part of profile is cut off 
when large impact parameter 
ambiguities occur (only in GO 
retrieval). Criteria for quality 
control with reference data:  
5–35 km: 10% refractivity;  
8–25 km: 25 K temperature. 
Reference: ECMWF analysis 

Intrinsic quality control:  
Lower part of profile is cut off 
when large impact parameter 
ambiguities occur. All profiles 
must contain continuous data 
between 10 and 45 km. 

Table 1.  Implementation of different processing steps from data smoothing, ionospheric calibration, 
initialization of bending angles to quality control in the refractivity retrievals of GFZ, DMI, and IGAM.  
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Fig. 1. Distribution of 1184 refractivity profiles from CHAMP occultation observations for January, 1–7, 
2003, using the IGAM retrieval. The latitudinal circles show the separation into three latitude bands, low 
(−30° to +30°), middle (±30° to ±60°), and high (±60° to ±90°) latitudes. 
 

The profiles are almost equally distributed over the globe with 371/323, 430/379, and 
383/336 profiles for GFZ-IGAM / DMI in low, mid-, and high latitudes, respectively. 
Figure 2 gives an overview on the total number of profiles used for the following analyses. 
The number of profiles for the ensemble statistics decreases with decreasing height giving 
at the lowest heights 73/64 profiles for the GFZ-IGAM / DMI retrieval globally and only 
12 profiles in the low latitude ensembles. This is illustrated in Fig. 3 showing the number 
of events for the different data ensembles as a function of height up to 20 km, above this 
height the number of profiles is constant. The height at which more than 50% of the events 
are available for the error statistics is varying from ~2.5 km in high latitudes, to ~5 km in 
mid latitudes and for the global ensemble, and ~6.5 km in low latitudes (see Fig. 3, 
horizontal bars). Since in addition to this limitation the retrievals are based on geometric 
optics we will not interpret the results below 5 km height.  

In the lower troposphere advanced retrieval methods based on wave optics are required 
in order to cope with complex signal structures in the presence of strong refractivity 
gradients (see e.g., Hocke et al., 1999; Gorbunov, 2002; Sokolovskiy, 2003; Beyerle et al., 
2003; Jensen et al., 2003). Wickert et al. (2003b) applied the Full Spectrum Inversion (FSI) 
technique developed by Jensen et al. (2003) in their study on the comparison of GFZ and 
IGAM retrievals. Their FSI retrieval results in the lower troposphere may be regarded as 
complementary to this present study since a comparable data set of the same observation 
period was used.  
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Fig. 2.  Comparison of the number of refractivity profiles provided by the GFZ, DMI, and IGAM retrieval 
scheme for the global and latitudinal data sets, respectively. 
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Fig. 3.  Number of refractivity profiles provided by the DMI (black), GFZ and IGAM (grey) retrieval scheme 
for the global (triangles) and latitudinal (low: circles, mid: diamonds, high: square) data sets as a function of 
height shown up to 20 km, the number of events staying constant above this height. Horizontal bars (thick 
black lines) indicate the height where the number of profiles is 50% of the respective data set.  
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3 Statistical Methods 

The error statistics is based on the comparison of the retrieved refractivity profiles with 
colocated refractivity profiles derived from 6 hourly operational meteorological analyses 
fields from ECMWF. The colocated vertical ECMWF profiles were calculated at a fixed 
mean tangent point location. When regarding the ECMWF profiles as the truth this implies 
that the error estimates represent an upper bound error estimate including the observation 
error, the model (ECMWF) error and the representativeness error. The representativeness 
error stems from the limited spatial and temporal model resolution and from the 
comparison of the retrieved profiles with vertical reference profiles. In general, radio 
occultation profiles are not vertical, the average zenith angle of the tangent point trajectory 
near the Earth’s surface being about 85°. This fact becomes important in the lower 
troposphere, below ~7 km, when high horizontal variability is present (Foelsche and 
Kirchengast, 2003; Syndergaard et al., 2003). Since we will not interpret results in the 
lower troposphere the representativeness aspect is negligible in this respect. 

The difference profiles (∆x = (∆x1,∆x2,….∆xi)T with i denoting the height levels and T 
the matrix transpose) of the retrieved profiles (xretr) and the “true” profiles (xtrue) were 
calculated at the ECMWF L60 vertical grid.  

( )trueretr xxx −=∆ . (3.1) 
 
Calculation of the mean of the difference profiles leads to the bias profile, (b), 
 








 ∆= ∑
=

=

nk

k
kn 1

1 xb ,  (3.2) 

 
with n being the number of events in the ensemble. Next, the bias was subtracted from 
each profile giving bias-free profiles (∆xbiasfree), 
 

bxx −∆=∆ biasfree . (3.3) 
 
From these bias-free profiles we computed the error covariance matrix (S), 
 

( )( ) 






 ∆∆
−

= ∑
=

=

nk

k

Tbiasfree
k

biasfree
kn 11

1 xxS , (3.4) 

 
with its diagonal elements representing the variances (Sii) at height level i and with its non-
diagonal elements representing the covariances (Sij) between height level i and j. The 
square root of its diagonal gives the standard deviation profile (s) 
 

s with iii Ss = . (3.5) 
 
The root mean square error profiles (rms) writes 
 

rms  with 22
iii sbrms += . (3.6) 
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The error correlation matrix (R) with its elements (Rij) denotes the error correlation 
between ∆xi at height i and ∆xj at height j. It is calculated by dividing the covariances (Sij) 
by the square root of the variances (Sii and Sjj), 
 

R with 
jjii

ij
ij SS

S
R = . (3.7) 

 
The above described empirical error characteristics were calculated for the data sets of 
DMI, GFZ, and IGAM for the global and the latitudinal ensembles. 

 

4 Comparison of Retrieval Results 

The refractivity error estimates based on the empirical error analyses, described in Sect. 3, 
are presented for the GFZ (Fig. 4), the DMI (Fig. 5) and the IGAM (Fig. 6) retrieval 
including the global (panels a) and latitudinal (panels b–d) ensembles. For DMI and IGAM 
data up to 50 km height are plotted while data of the uppermost boundary levels are not 
shown. GFZ only provides data up to 35 km height.  

The left small panels show the number of events entering the statistics at a given height 
with the bottom height set at 1 km.  

The middle panels illustrate the error characteristics comprising bias, standard deviation, 
and rms profiles in terms of absolute quantities shown at the upper x-axis and in terms of 
relative quantities displayed at the lower x-axis. The relative quantities (units %) were 
computed by dividing the absolute quantities by the mean of the “true” profiles and 
multiplying with 100. In this paper we will primarily refer to relative quantities. The dotted 
lines denote the 5 km height level at which all ensembles consist of more than 100 profiles 
for the calculation of the error statistics. The dotted line at 35 km height indicates the 
height level below which data from all three retrievals schemes are available. The domain 
of main interest for the interpretation of the results will be 5–30 km height.  

The right panels of Fig. 4–6 display the error correlation functions for different height 
levels (~40 km, ~30 km, ~20 km, ~10 km, ~5 km) representative of upper stratosphere, 
lower stratosphere, and troposphere. The error correlation functions are defined as the rows 
of the error correlation matrix (Eq. 3.7). These functions express the correlation of errors at 
these heights with the errors in the remainder of the profile and will be discussed in more 
detail in Sect. 5.  

Fig. 4 presents the error statistics results of the GFZ refractivity retrieval compared to 
ECMWF analyses with the global and mid-latitudinal ensembles showing similar behavior 
in relative bias (RBIAS) and relative standard deviation (RSTDEV). The RBIAS fluctuates 
around -0.25% below 25 km and around 0.25% above 25 km height increasing to 0.5% at 
35 km height. The RSTDEV is about 0.5–1% at 5–30 km increasing to 2% at 35 km 
height. In the low latitude ensemble the RBIAS shows larger fluctuations around -0.25% 
below 20 km height increasing to 0.5% at 28 km height. The RSTDEV stays between 0.5–
1% at 8–32 km height increasing to 2% outside this domain. In high latitudes the RBIAS 
shows small fluctuations around -0.25 to -0.5% below 30 km increasing to 0.75% at 35 km 
height. The RSTEV in high latitudes stays between 0.5–0.75% at 5–27 km increasing to 
1% at 30 km and to 2.25% at 35 km height. 

Results of the DMI refractivity retrieval error statistics are presented in Fig. 5 up to 
50 km height and show below the 35 km height level basically the same features and 
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dimensions in RBIAS and RSTDEV as the GFZ results. Globally, the RBIAS oscillates 
around - 0.3% to -0.2% below 35 km and increases to 3% at 45 km height while the 
RSTEV is 0.75–1% below 28 km increasing to 3% at 40 km height. In low latitudes the 
RBIAS shows again larger fluctuations of -0.5 to 0.5% between 5–35 km height while it 
keeps oscillating around -0.4% and -0.5% in mid- and high latitudes in this height domain, 
respectively. The RBIAS increases rapidly to 3% at 40–45 km in mid- and low latitudes 
and up to 2.5% at 50 km in high latitudes, respectively. The RSTDEV is 0.5–1% at 7–
32 km in low latitudes and at 5–28 km in high latitudes whereas it increases in mid-
latitudes to 1.5% below the tropopause.  

Figure 6 exhibits the results of the IGAM refractivity retrieval in terms of RBIAS and 
RSTDEV with respect to ECMWF analyses profiles. In the global as well as in the mid- 
and high latitude ensembles the RBIAS oscillates around -0.4 to -0.5% below 28 km while 
it ranges from -0.75 to 0.5% in low latitudes. In all ensembles the RBIAS is 0.5% at 35 km 
increasing to 3% at ~40 km height. The RSTDEV stays below 1% at 5–20 (18) km height 
in mid- and high (low) latitudes increasing to 1.5% at ~30 km and to 3% at ~40 km height 
in all ensembles. 
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Fig. 4. GFZ – ECMWF refractivity error analysis results for the global (a) and the latitudinal (b–d) 
ensembles. Left panels: number of events used for the error statistics calculation at any given height. Middle 
panels: relative bias (heavy grey), relative standard deviation (heavy black), relative rms (heavy dark grey 
dashed) as well as the absolute standard deviation (light black), absolute rms (light dashed), and the mean of 
the reference profiles (dotted). Right panels: error correlation functions for ~30 km (light grey), ~20 km 
(middle grey), ~10 km (dark grey) and ~5 km (black) height, representative of upper stratosphere, lower 
stratosphere, and troposphere, respectively. 
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Fig. 5. DMI – ECMWF refractivity error analysis results for the global (a) and the latitudinal (b–d) 
ensembles. Left panels: number of events used for the error statistics calculation at any given height. Middle 
panels: relative bias (heavy grey), relative standard deviation (heavy black), relative rms (heavy dark grey 
dashed) as well as the absolute standard deviation (light black), absolute rms (light dashed), and the mean of 
the reference profiles (dotted). Right panels: error correlation functions for ~40 km, ~30 km, 20 km, 10 km 
and 5 km height (ranging from light grey to black), representative of upper stratosphere, lower stratosphere, 
and troposphere, respectively. 
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Fig. 6.  IGAM – ECMWF refractivity error analysis results for the global (a) and the latitudinal (b–d) 
ensembles. Left panels: number of events used for the error statistics calculation at any given height. Middle 
panels: relative bias (heavy grey), relative standard deviation (heavy black), relative rms (heavy dark grey 
dashed) as well as the absolute standard deviation (light black), absolute rms (light dashed), and the mean of 
the reference profiles (dotted). Right panels: error correlation functions for ~40 km, ~30 km, ~20 km, 
~10 km, and 5 km height (ranging from light grey to black), representative of upper stratosphere, lower 
stratosphere, and troposphere, respectively. 
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5 Discussion of Error Characteristics 

Basically, the error statistics of all three refractivity retrieval schemes show similar 
behavior with respect to relative bias and relative standard deviation. Globally, the mean 
deviation from ECMWF (or relative bias) is about -0.3% at 5–25 km for GFZ and DMI 
and about -0.4% for IGAM. The relative standard deviation in the global ensembles for 
GFZ and DMI retrievals ranges from 0.5–1% at 5–30 km height, the relative standard 
deviation of the DMI retrieval being slightly larger (~0.1%). The IGAM retrieval exhibits a 
~0.5% bigger relative standard deviation above ~18 km than GFZ and DMI. This can be 
addressed to differences in quality control (more conservative at DMI) and to the data 
processing, most probably the implementation of ionospheric correction and the 
initialization of bending angles, which is a matter of further retrieval investigations and 
enhancements. The small negative bias seen in all data sets might partly stem from the 
allocation of the geometric height vectors between the retrieved and the reference profiles 
which is also a matter of further investigations.  

The GFZ retrieval results are consistent with the data validation performed by Wickert 
et al. (2003a) who compared ~46,000 CHAMP refractivity profiles to ECMWF analyses 
and found a mean deviation in refractivity of <0.5% and a relative standard deviation of 
0.6–1% at 10–30 km height. Furthermore, the findings of Wickert et al. (2003b) also 
correspond in terms of relative bias and standard deviation to the GFZ and IGAM retrieval 
results, since both studies are based on the same observation period.  

The differences above ~30 km height in the analyzed retrievals originate from 
differences in the implemented processing steps and may mainly be due to the bending 
angle initialization algorithms.  

At tropopause heights, a distinct twist especially in the relative bias profiles is present in 
all ensembles. This feature can be explained with respect to the different height resolution 
of the radio occultation data and the ECMWF analyses. Since the radio occultation data 
resolve the tropopause structure on a finer grid than the ECMWF analyses this is displayed 
in the difference profiles as a twist around the tropopause height which is strongest 
expressed at the tropical tropopause. 

For comparison purposes we present results of an empirical error analysis in Fig. 7. The 
study is based on simulated (forward-inverse) GNSS radio occultation data (Steiner and 
Kirchengast, 2003a). The occultation observations were simulated for the planned 
European weather satellite METOP as Low Earth Orbit satellite and its GRAS receiver as 
sensor. A forward simulation was performed by raytracing through an ECMWF analyses 
field and an inverse retrieval was performed. Then the retrieved refractivity profiles were 
compared to colocated vertical ECMWF profiles which were defined as the truth implying 
that the error estimates represent an upper bound error estimate including the observation 
error and the representativeness error. Refractivity exhibits a relative standard deviation of 
0.1–0.75% and a relative bias of <0.1% at 5–40 km height. Outside this domain, the 
relative bias reaches 0.3% in the lower troposphere and up to 0.5% at 50 km. The relative 
standard deviation stays below 2% outside the 5–40 km domain.  
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Fig. 7.  Refractivity error analysis results of a simulation study for a global ensemble of 300 simulated occultation events. 
Left panels: number of events used for the error statistics calculation. Middle panels: empirical absolute standard 
deviation (black crosses), empirical relative bias (grey x), empirical relative standard deviation (black x), as well as the 
fitted model of standard deviation (black diamonds connected). The dashed line indicates a modeled standard deviation 
based on a three times bigger error at the tropopause height. Right panels: error correlation functions for ~40 km (light 
grey), ~20 km (dark grey), and ~5 km (black) height, empirical values (x) and modeled function (connected diamonds). 

We tried to deduce simple observation error covariance matrix formulations from the 
empirical estimated matrices for convenient use in data assimilation systems (Steiner and 
Kirchengast, 2003b). We used a least squares method for fitting analytical functions to the 
relative standard deviation which shows a different behavior below and above the 
tropopause height. We found that the empirical relative standard deviation can be 
approximated with an exponential increase above the tropopause height (Eq. 5.1) and with 
a decrease proportional to ‘1/height’ below the tropopause height (Eq. 5.2). The tropopause 
height is defined globally at 15 km. In order to scale the error magnitude to other than 
GRAS-type receiver performance we provide these functions with one degree of freedom 
which is the standard deviation at the tropopause height (stropo). Equation 5.1 gives the 
exponential function for the relative standard deviation (y) above the tropopause height 
(ztropo) with the parameter a = 0.084 and z representing the height 

 
( )[ ]ztropozastropos ztropoz −∗=> exp . (5.1) 

 
Equation 5.2 gives the analytical function for the relative standard deviation below the 
tropopause height with the parameter b = 4.461 
 

( )11 −−
< −+= ztropozbstropos ztropoz . (5.2) 

 
The standard deviation at the tropopause height (stropo) is of the order of 0.1 for the 
empirical study as presented in Fig. 7.  
 In order to compare the findings of the empirical study with the CHAMP retrieval 
results we calculated the relative standard deviation based on a three times bigger error at 
the tropopause height (stropo = 0.3) with our model as indicated by the dashed line in 
Fig. 7. The globally modeled relative standard deviation seems to be a relative good 
approximation for the behavior of the relative standard deviation especially between 5–
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30 km height. Since we do not have yet separated the observation error from the ECMWF 
model error this might be taken as very conservative upper estimate of the relative standard 
deviation.  

The right panel of Fig. 7 shows the refractivity error correlation functions for three 
height levels (~40 km, ~20 km, ~5 km) representative of upper stratosphere, lower 
stratosphere, and troposphere. Refractivity error correlation functions are basically broader 
than bending angle correlation functions revealing the effect of the Abelian integration. 
The broadening in the troposphere is mostly a result of the errors due to horizontal 
variations. Negative correlations in refractivity stemming from derivative operations 
(Syndergaard, 1999) are most pronounced in low latitudes in lower to middle stratospheric 
heights. Since the error statistics is performed on an L60 height grid these anti-correlation 
features are smoothed and can hardly be seen in the global plot but can be resolved on a 
finer, e.g., L90 grid, which is a matter of current work. The shape of the refractivity error 
correlation function at an L60 height grid can be approximated by an exponential drop off 
depending on a correlation length (L) of 2 km in the troposphere linearly decreasing to 
1 km at ~60 km height. A general refractivity error covariance matrix (S) could then be 
expressed with the above derived standard deviation  
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The refractivity error correlation functions of the CHAMP retrievals with respect to 
ECMWF are shown in the right panels of Fig. 4–6. The error correlation functions of the 
IGAM retrieval (Fig. 6) are quite similar to the above described results of the simulation 
study. The uppermost correlation function at 40 km is very broad with large correlations 
reflecting the influence of the MSISE-90 background data used for the bending angle 
initialization. The correlation functions become quite narrow in the stratosphere and show 
below a broadening due to horizontal variations in the tropospheric region. The same 
tropospheric and stratospheric behavior is seen in the GFZ (Fig. 4) retrieval. Also the DMI 
retrieval (Fig. 5) shows these features but the influence of the bending angle initialization 
seems to reach down below ~30 km since larger error correlations are displayed at this 
height level. A further interpretation of the error correlation function at this stage of 
investigation cannot be given since an estimation of the ECMWF error correlations in 
refractivity is necessary in order to make a separation between the model error and the 
observation error.  
 

6 Summary and Conclusions 

An empirical error analysis of CHAMP refractivity retrievals was performed for one week 
of observations, the data set consisting of about 1200 profiles. Three different data 
processing schemes were compared and analyzed including the refractivity retrievals of 
GFZ (Potsdam), DMI (Copenhagen), and IGAM (Graz). The error statistics was based on 
comparison to reference profiles from ECMWF analyses fields implying that the statistics 
includes both, the observation error and the ECMWF model error. The results of the 
refractivity error statistics of CHAMP retrievals were compared to the findings of a 
simulation study performed for a METOP/GRAS-type observation system (Steiner and 
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Kirchengast, 2003a; 2003b) and to the results by Kuo et al. (2003) and Wickert et al. 
(2003a).  

The results indicate that the error statistics of all three refractivity retrieval schemes 
basically show similar features with respect to relative bias, relative standard deviation and 
error correlation. The relative bias is globally about -0.3% at 5–30 km for GFZ and DMI 
and about -0.4% for IGAM. The relative standard deviation in the global ensembles ranges 
from 0.5 to 1% in this height domain. Above 20 km height the IGAM error statistics 
exhibits a ~0.5% bigger relative standard deviation than the GFZ and DMI error statistics. 
Differences above ~30 km height originate mainly from the implemented different 
processing steps including smoothing, ionospheric correction and the bending angle 
initialization algorithms. This is also obvious in the error correlation functions where the 
influence of the bending angle initialization gives large correlations as seen in the IGAM 
retrieval at 40 km, and in the DMI retrieval even below 30 km height. The correlation 
functions are narrowing in the stratosphere and become broader in the troposphere due to 
horizontal variations.  

Compared to the findings of the simulation study the correlation functions show quite 
similar features. The relative standard deviation in the simulation study is much smaller 
than the one in the CHAMP data but is has to be kept in mind that we have not yet 
separated the observation error from the model error. Nevertheless, we can use the 
analytical functions deduced from the simulation study and apply it to the CHAMP data set 
since it has the degree of freedom to adjust for the error magnitude.  

We also compared our findings to the results of a study carried out by Kuo et al. (2003). 
They performed an error analyses with CHAMP and SAC-C data where they tried to 
separate the observation error from the forecast model error. Our results are consistent with 
those of Kuo et al. (2003) with respect to the relative standard deviation including both, 
observation error and ECMWF model error. In order to separate observation from model 
error Kuo et al. (2003) used the Hollingsworth-Lönnberg method (Hollingsworth and 
Lönnberg, 1986) which is based on data statistics requiring quite an amount of data in 
order to give realistic results. They found the observation error of refractivity to be of the 
order of 0.3–0.5% at 5–25 km increasing to 3% in the tropical lower troposphere but did 
not investigate the error correlations in their study.  

It is of great importance to get also information on the error correlations of ECMWF 
model errors. Regarding future work we plan to deduce a global error covariance matrix 
for the ECMWF refractivity model error based on global error estimates of temperature, 
specific humidity and pressure including vertical error correlations provided by ECMWF. 
Then we will be able to perform a proper separation of observation error from model error 
in order to provide realistic observation error covariance matrices for data assimilation 
systems. Meanwhile, our simple error covariance model deduced from the simulation study 
results and adjusted to the characteristic error magnitude depending on the respective 
observing and retrieval system seems to be a quite useful approximation for observation 
error covariance matrices. 
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