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Preface  
The Danish Meteorological Institute (DMI) and Technical University of Denmark (TUD) are 
responsible for investigating methods to better monitor sea ice concentrations in the Arctic 
using microwave data in the EU funded project Integrated Observing and Modelling of the 
Arctic Sea ice and Atmosphere (IOMASA). The present report is a DMI and TUD contribu-
tion to the IOMASA project. 
 
Sea ice concentration computed using space-borne passive microwave data is biased by at-
mospheric constituents like cloud liquid water, water vapour and surface wind over open wa-
ter, but also by changes in the ice surface emissivity. This report is investigating changes in 
the ice surface emissivity and its impact on sea ice concentration estimates from common ice 
concentration algorithms relevant for the IOMASA project. 
 
The continuous record since 1999 of Ku-band QuikScat SeaWinds Scatterometer data has 
opened new opportunities to monitor sea ice scattering properties seasonally and regionally. 
Ku-band (13GHz) is with respect to wavelength, snow and sea ice scattering mechanisms 
more closely related to the 19GHz DMSP-SSM/I radiometer channel than the previous long 
time (1992-2001) scatterometer record by the C-band (5GHz) ERS 1 and 2. Direct correlation 
between Ku-band backscatter and Tb19GHz is not feasible but forward models reveal common 
scattering mechanisms related to central snow and ice properties. The scattering problem can 
therefore be treated with different focus and it is possible to provide a more complete geo-
physical description of the snow and ice system using both scatterometer and radiometer. 
 
Sea ice surface melt and the resulting change of ice and snow properties significantly influ-
ence the radiometer brightness temperature (emissivity) which is used in the computation of 
sea ice cover concentration. Certain ice concentration algorithms are more sensitive to the 
melt induced changes than others. The following report takes departure in winter ice surface 
melt cases and analyse the recorded brightness temperature changes using additional micro-
wave and meteorological data and microwave forward models. Three ice concentration algo-
rithms are tested for low sensitivity to the mentioned ice surface melt and further use in the 
project. 
 
The weather chart from Bracknell on the front page is showing the pressure systems around 
southern Greenland December 18th, 2001. Warm air is at this occasion advected into the Baf-
fin Bay region causing ice surface melt. The melt induced metamorphosis of the snow cover 
gives the first-year ice cover highly anomalous scattering and emissivity in the microwave 
region. 
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1. Summary 
Warm air advection in winter over Arctic sea ice significantly change the snow and ice prop-
erties and both the satellite radar backscatter (σ0) and radiometer brightness temperature (Tb) 
measurements. Processes are different for first-year ice and multi-year ice, i.e. for first-year 
ice the weathered foot-print observed by the satellite is permanent and remains for months 
while multi-year ice satellite measurements are influenced most during the actual event and 
recover in days or a week. The first- and multi-year ice concentration (IC) computed using the 
NASA team algorithm for DMSP SSM/I radiometer Tb measurements is depressed by 20% 
after such events. In comparison, the bootstrap IC algorithm increase by 10% during the 
event. Radiative transfer model simulations of first-year ice σ0 and Tb indicate that in particu-
lar QuikSCAT SeaWinds (SeaWinds) Ku-band σ0 measurements are affected by both snow 
grain size and ice surface roughness increase, Radarsat C-band HH ScanSAR σ0 measure-
ments are affected by ice surface roughness increase and DMSP SSM/I Tb is mainly influ-
enced by the increased snow grain sizes and ice crusts caused by the temporary warm spell. 
The multi-year ice σ0 and Tb are influenced by the wet snow pack during the temporary melt 
while the polarisation ratio (PR19GHz) and gradient ratio (GR19-37GHz) are changed several days 
after refreeze. The persistency of the perturbed Tb means that in large areas during significant 
parts of the winter the computed IC from the radiometer algorithms is biased by up to 20%. 
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2. Introduction 
Warm air spells and temporary ice surface melt over sea ice in the Arctic occur often during 
autumn and winter (Oct. - Apr.) especially along the ice edge. The events occur weekly on 
small and intermediate scales (15 000-150 000 km2) and occasionally also on larger scales 
(360 000 km2). The large events can penetrate deep into the central Arctic Ocean. The fre-
quency of occurrence 2000-2002 and size of event (>15 000km2) is shown for the Arctic in 
figure 1.  

 
Figure 1. The frequency and size of sea ice surface melt during autumn and winter 2000-2002 

The freeze-up after melt (shown in figure 1) is detected by recording cases on a 125km grid 
when GR19-37GHz drop by more than 0.02 (selected experimentally) from one day to the next 
and the bootstrap IC remains >95% in winter. The temporary melt events change the snow 
and ice properties that are important for σ0 and Tb. The duration of the events is 1-3 days re-
lated to the scale and period of low-pressure weather systems. The periods that we have used 
in the following study are short (2 weeks) because we study fixed geographical areas and 
there is no correction for sea ice drift. Anyway, the footprint of the weathered first-year ice 
remains in Davis Strait ~1 month, in Baffin Bay for ~2 months and Barents Sea ~3 month. 
The weather-inflicted footprint for multi-year ice is prominent in the satellite data σ0 and Tb 
during the actual melt. After refreezing of multi-year ice σ0 recover to the initial level while 
e.g. NASA team IC remain depressed below the virtual IC level in multi-year ice for weeks 
after refreezing. These events potentially corrupt the computation of Arctic winter ice and 
snow properties in general using microwave data e.g. ice type and IC over significant areas 
and long periods. Radiometer sea ice concentration algorithms are using typical brightness 
temperatures when computing the ice concentration i.e. tie-points for ice and water. NASA 
team is using multi polarisation and frequency brightness temperatures to estimate fractions of 
first-year ice, multi-year ice and open water within the resolution cell. The computed sea ice 
concentration is corrupted when the important snow and ice parameters are not typical 
(Fuhrhop et al., 1997). After temporary melt of first-year ice σ0 and Tb change to levels typi-
cal for multi-year ice. APR however indicate that the scattering characteristics of weathered 
first-year ice and multi-year ice are different. APR of typical multi-year ice is ~0.17 and first-
year ice ~0.23. APR of weathered first year ice is either unchanged or larger (0.23-0.4) than 
normal first-year ice. In multi-year ice APR does not change significantly after weathering. In 
the following we analyse warm spells in the waters around Greenland and in Barents Sea us-
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ing QuikScat SeaWinds, DMSP SSM/I, Radarsat ScanSAR and meteorological data. The ob-
jective is to identify such cases using large scale active and passive microwave satellite ob-
servations and to select an ice concentration algorithm which is less sensitive to changes in 
the snow and ice properties under and after such meteorological events. 
 
Computing sea ice concentration using passive microwave data is the most successful applica-
tion of geophysical algorithms in sea ice remote sensing. Several algorithms have been pro-
posed see e.g. Steffen et al. (1992). We use in addition to the common NASA team (Cavalieri 
& Gloersen, 1984) and bootstrap (Comiso, 1986) algorithms the near 90GHz high-frequency 
algorithm (Svendsen et al., 1987). The near 90GHz algorithm is exploiting the fact that the 
spatial resolution is better at higher frequency. 
 

2.1 Site and sea ice conditions 

The areas of interest are the waters around Greenland and Barents Sea as shown in figure 2. 
The sea ice types covering these waters can roughly be divided into multi-year and first-year 
ice. The ice cover in Baffin Bay melts away every summer and the bay is covered by first-
year ice November – August (Wadhams, 1986). The waters north of Greenland in the Arctic 
Ocean are covered by sea ice all year round. The dominating ice type is multi-year ice. Along 
the east coast of Greenland, a mixture of first-year ice and multi-year ice is drifting from the 
Arctic Ocean through the Fram and Denmark Straits (Koch, 1945; Wadhams, 1986). Barents 
Sea is covered by first-year ice but significant amounts of multi-year ice may be advected into 
these waters mainly by wind forcing (Wadhams, 1981). 
 
Greenland is due to its size and height (Summit about 3200m) significantly affecting the at-
mospheric flow of the lower troposphere and the air exchange between North and South 
(Cappelen et al., 2001). In winter, Northern winds dominate along the coasts. The airflow at 
the 500hPa isobar is important for the track of low-pressure systems. A high pressure at the 
surface due to cold dense air is a depression in the 500hPa isobar height at about 5km in the 
atmosphere. The winter situation is characterised by a 500hPa height depression normally 
situated over Baffin Island, called the Canadian cold vortex or polar vortex. The depth of the 
polar vortex is coupled to the North Atlantic Oscillation (NAO) index (Thompson & Wallace, 
1998). Surface low-pressure systems are formed as waves on the polar front east of USA and 
Canada at the Gulf Stream margin between cold and warm ocean waters (Cappelen et al. 
2001). The low-pressure systems normally follow the 500hPa height contours south of 
Greenland across Iceland and into the Norwegian Sea. When the polar vortex is weak during 
negative NAO index, the low-pressure systems are occasionally steered into the Davis Strait 
and Baffin Bay. These pressure systems are significantly affecting the winter weather situa-
tion in Baffin Bay and the West Coast of Greenland with relatively high temperatures and 
precipitation. During the 1990’ies a positive NAO index is correlated to a situation where the 
winter situation in west Greenland is predominantly cold and dry and the cyclone track is 
south of Greenland (Hurell, 1995). A positive NAO is on the other hand correlated to in-
creased cyclone activity in Barents Sea and the Siberian Arctic Ocean (Maslowski et al., 
2001). Low pressures travelling directly towards Cape Farewell tend to split into two centres 
and continue north along the Greenland West and East coasts (Cappelen et al. 2001). 
 
Major cyclones entering the Arctic Ocean in winter (December – February) are concentrated 
in a triangle between the Greenland Sea, eastern Kara Sea and the North Pole. Maximal oc-
currence of about three systems is concentrated on Svalbard, northern Novaya Zemlya and the 
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North Pole. The cyclone systems enter from the Barents and Greenland Seas or across 
Greenland from Baffin Bay during winter (Serreze & Barry, 1988). 
 

 
Figure 2. Map of Greenland and Barents Sea. 

2.2 Literature background 

Several earlier studies describe Arctic snow and ice metamorphism and microwave signature 
evolution during the annual spring and summer melt (e.g. Garrity, 1992; Barber et al., 1995; 
Winebrenner et al., 1994; Grenfell & Lohanick, 1985; Livingstone & Drinkwater, 1991; 
Drinkwater, 1989; Holt & Digby, 1985; Onstott & Gogeneni, 1985; Carsey, 1985; Anderson 
& Drobot, 2001; Forster et al., 2001). Only few have earlier reported on temporary warm 
spells during winter in the Antarctic and the Arctic (Drinkwater et al., 1995; Voss, 2002; Liu 
& Curry, 2003). Conditions during early phase of spring melt are to some extent comparable 
to the warm spells in winter. The present report analyses the melt events both for multi-year 
ice, first-year ice and ice type mixtures using Ku-band scatterometer, C-band SAR, multi fre-
quency radiometer and meteorological data in fine temporal resolution (1 - 6 daily satellite 
passages). The focus is on winter warm spells where the air temperature recover to stable and 
cold conditions (<-5˚C) after a couple of days melt. 
 
Cold sea ice Tb is in general terms affected by the dielectric properties of snow and ice, the 
scattering from snow grains and air bubbles in the ice and reflections at layering in the snow 
and ice (Hallikainen & Winebrenner, 1992). In addition Tb is affected by the actual tempera-
ture of the snow and ice and especially at higher frequency (85GHz) atmospheric constituents 
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like cloud liquid water (Liu & Curry, 2003). The σ0 is in addition to the ice properties affect-
ing Tb also affected by the ice surface roughness (Hallikainen & Winebrenner, 1992). 

2.3 Atmosphere and surface temperature 

Increased cloud liquid water and the thermometric surface temperature raise Tb (19, 37 and 
85GHz). Tb at 85GHz is raised during the passage of low-pressure frontal systems by 30K 
while 37GHz may increase by 15K and 19GHz by 8K (Liu & Curry, 2003). Oelke (1997) 
finds that total water vapour in the atmosphere is decreasing PR19GHz. The decrease is largest 
for low concentration ice and nearly the same for both multi-year ice and first-year ice types. 
GR19-37GHz is increasing and PR19GHz decreasing for increasing cloud liquid water, in particular 
GR19-37GHz is increasing for multi-year ice and PR19GHz is decreasing for low concentration ice. 
Depending on the ice type (multi-year ice or first year ice) and actual ice concentration the 
NASA TEAM ice concentration algorithm computes IC about 10% higher for increases in 
cloud liquid water and total water vapour in the atmosphere. The increasing GR19-37GHz as a 
consequence of increased cloud liquid water is significantly reducing the multi-year ice con-
centration computed with the NASA TEAM algorithm (Oelke, 1997). 

2.4 Snow metamorphosis 

Snow metamorphosis is particularly rapid when the snow is melting (>0˚C). The net result of 
snow melt, whether the snow is liquid saturated (>14%) or just moist i.e. pendular, is a snow 
grain size increase (Magagi & Bernier, 2003; Garrity, 1992; Barber et al. 1995; Colbeck, 
1982). The grain size growth process in saturated snow is characterised by mass transfer or 
cannibalizing i.e. the larger snow grains grow at the expense of the small grains. The growth 
process in moist snow is a combination of grain clustering, vapour diffusion and grain surface 
diffusion (Colbeck, 1982). Barber et al. (1995) indicate that the growth process in the upper-
mid portion of the snow pack is due to water vapour diffusion while the lower snow pack just 
above the ice surface is wet and snow grains grow by grain clustering. 
 
In spring before melt the snow thickness on sea ice is 20-30cm in the Greenland and Barents 
Seas (Garrity, 1992), ~15cm in the Labrador Sea (Drinkwater, 1989) and 10-15cm for the 
Arctic sea ice in general (Tucker et al. 1992). The snow pack insulates the ice surface against 
the cold or warm atmosphere with a heat conduction coefficient of ~0.3 W/mK compared to 
e.g. ~2.1 W/mK for sea ice (Maykut, 1986). The σ0 and Tb are both directly affected by the 
snow properties e.g. liquid water content, grains size, density etc. and indirectly by the ther-
modynamic control of the snow cover on the ice e.g. ice brine volume (Barber et al., 1995). 
The relatively thin snow cover in the Arctic Ocean can give large temperature gradients 
within the snow e.g. during early spring melt, the upper portion temperature of the snow can 
be ~4˚C higher than the lower portion of the snow (Garrity, 1992) and the other way around 
when the atmosphere is cold. A strong temperature gradient and the resulting vapour flux 
forms depth hoar crystals of 2-5mm in diameter at the snow-ice interface or near the snow 
surface (Garrity, 1992; Amstrong et al., 1993; Colbeck, 1989; Colbeck, 1990). The snow 
grain size is important for the brightness temperature and the spectral gradient (Tb19H-Tb37H) 
(Josberger & Mognard, 2002). 
 
The computed snow depth on land using satellite passive microwave snow water equivalent 
(snow depth) algorithms is problematic in regions with frequent warm spells in winter. This is 
in particular due to increased scattering by snow grain size enlargement and reflections from 
internal layering (Künzi et al., 1982; Hallikainen & Jolma, 1986; Mätzler et al., 1982). The 
snow crystal sizes at mid depth of the spring snow pack are ~1mm in diameter (Garrity, 
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1992). Normally snow is a microwave absorber rather than a scatterer. However if the grains 
grow large compared to the wavelength snow become a significant backscatter source 
(Mätzler et al., 1982). This corresponds to observations in Ku-band σ0 and Tb at the early 
stage of melt (Livingstone et al., 1987). For a medium rough first-year ice (σRMS: 0.0027m, L: 
0.02m) with a 15cm snow layer the modelled Ku-band σ0, the snow dominate 90% at IA 47˚ 
for grains 0.002m in diameter. When the grains are < 0.00025m the snow layer backscatter is 
< 15% of the total σ0. The model is presented in the next section. To illustrate the snow grain 
size importance for Tb, Mätzler (1987) gives the following approximate relationship between 
decrease in Tb36GHz [˚] and the depth, d [cm] of an old snow layer with coarse grains: 
∆Tb36GHz≈10d. The decrease in Tb36GHz is explained by a Rayleigh scattering model where the 
scattering is proportional to the sixth power of the snow grain radius and the number of scat-
terers. In general, Tb decreases and σ0 increases for increasing snow grain size. 
 
The snow may contain free water even for air temperatures below 0˚C (>-5˚C) and ice lenses 
may form at the early stage of melt in less than 24 hours (Garrity, 1992). Horizontal ice layers 
in the snow are important for the continued metamorphism of the snow and directly affect the 
dielectric, scattering and reflection characteristics of the snow (Mätzler, 1987; Colbeck, 
1989). The semi-impermeable layers form a barrier for the flux of water vapour, heat and liq-
uid water and depth hoar crystals may form at the surface of such internal ice layers (Colbeck, 
1990).  

2.5 Sea ice metamorphosis 

The brine volume of first-year ice is proportional to the ice permittivity because the permittiv-
ity of liquid brine is 2-3 orders of magnitude larger than solid ice. Several investigations e.g. 
Vant et al. (1978) and Hoekstra & Cappillino (1971) made simple relationships for the (first-
year) sea ice permittivity with brine volume as the only variable. However both air bubble 
inclusions and the shape of the brine pockets are also important for the permittivity of sea ice 
(Ulaby et al., 1986; Shokr, 1998; Hallikainen & Winebrenner, 1992). Scattering in the ice 
volume is determined by the number and size of inclusions, in particular air bubbles, and 
backscattering is in addition affected by the surface roughness (Fung & Eom, 1982). These 
ice properties described in the following can change after a temporary temperature increase to 
the sea ice melting point. 
 
A brine surface layer may form through the expulsion of brine from the upper first-year ice 
sheet, through the melting of the ice surface or through the process of dehydration (Onstott, 
1992). The ice surface roughness increase under this process because of the irregular wicking 
of brine into the snow layer or the formation of frost flowers infiltrated with brine if there is 
no snow (Ulander et al., 1995; Lohanick & Grenfell, 1986; Barber et al., 1995; Onstott, 1992). 
The increased roughness has direct impact on σ0 but a minor influence on Tb. Volume scatter-
ing from the ice affecting both σ0 and Tb is more critically determined by temperature after a 
surface brine layer formation because it may freeze or thaw around certain temperatures (On-
stott, 1992). Salts in brine start sedimenting at particular temperatures e.g. mirabilite (NaSO4 
10H2O) at -8.2˚C and hydrohalite (NaCl 2H2O) at -22.9˚C. Especially the sedimentation of 
hydrohalite is related to the total brine volume. 
 
The micro-structure, in particular air bubbles, brine volume and brine inclusion shape of first-
year sea ice undergo irreversible changes when the ice temperature increase from cold (<-
15˚C) to near melting (-2˚C) (Arcone et al., 1986; Light et al., 2003). The elongated and verti-
cally oriented brine inclusions in columnar first-year ice contain air bubbles. When the ice is 
heated e.g. from <-15˚C to -2˚C, the brine inclusions and bubbles merge in larger brine tubes. 
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The merged brine tube shape remain intact after re-cooling (-13˚C) although the diameter is 
reduced. This temperature driven hysteretic process gives a more anisotropic brine system 
structure of the ice after re-cooling (Light et al., 2003). Both the dielectric constant permittiv-
ity and loss of the ice are reduced by the heating and subsequent cooling (Arcone et al., 1986).  
 
Both σ0 (>4GHz) and Tb are related to the snow wetness. The dielectric constant of water 
(εwater>35 below 20GHz) is much higher than dry snow (εdry snow~1.5). The σ0 gradually de-
crease and Tb increase for increasing snow wetness (e.g. Stiles & Ulaby, 1980). When the 
snow is wet, the snow extinction coefficient increase to a degree where the ice volume and 
surface scattering diminish and σ0 decrease. Because of reduced scattering in snow and ice Tb 
increase. This corresponds to observations on sea-ice (Livingstone et al., 1987). 
 
Winebrenner et al., (1994) used C-band VV ERS SAR imagery to analyse the σ0VV decrease 
from multi-year ice at the onset of melt. C-band multi-year ice scattering is dominated by lim-
ited selection of ice properties, i.e. ice volume scattering from air bubbles in ice, rough ice 
surface scattering and wet snow. C-band σ0VV is not significantly affected by e.g. snow grain 
size increase, and even if the snow grains had grown during melt this is not reflected in C-
band σ0VV (Winebrenner et al., 1994). 
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3. Radiative transfer models for backscatter and bright-
ness temperature 
At moderate and high incidence angles where volume scattering is dominating Ku-band back-
scatter of sea-ice the intensity is approximately proportional to the scatterer size raised to the 
sixth power. By doubling the scatterer size the backscatter intensity is magnified 64 times. At 
the same time the extinction coefficient is increased similarly. The large air bubbles or large 
snow grains are in other words very important for the backscatter intensity. Areas on the ice 
floe containing many large bubbles i.e. hummocks and low density snow-ice or large snow 
grains in metamorphosed snow and depth hoar will dominate the backscatter measurement 
within the footprint of the radar. 
 
The emissivity of sea ice is reduced for increasing scatterer size as the extinction coefficient 
increase. The areas on the ice floe there the emissivity is high, i.e. frozen melt-ponds with no 
or fine grained snow are to some extent complementary to the areas dominating Ku-band 
backscatter. Simulating both backscatter and emissivity of sea ice using the same ice parame-
ters does therefore not necessarily give results which are comparable to radar and radiometer 
measurements of the same ice. This mismatch is not expressing a deficiency in the models to 
simulate measurements, but is simply related to the different mechanisms dictating σ0 or Tb. 
The modelling results in the following show that by changing central snow and ice parameters 
in the models it is anyway possible to simulate both the observed σ0 and Tb trends. 
 

3.1 Backscatter 

The backscatter processes in sea ice can be described using simple radiative transfer backscat-
ter models (Eom & Fung, 1982; Kim et al., 1985; Carlström & Ulander, 1993; Dierking et al., 
1999; Livingstone & Drinkwater, 1991; Drinkwater, 1989). The description of the sea ice 
medium is simplified in the model. The snow grains in the snow layer are modelled as a col-
lection of small spherical fresh ice particles of uniform size distributed in air background. If 
the snow is wet, the background is a mixture of air and water droplets. The dielectric constant 
of wet snow is computed using the Debye like formulation given by Hallikainen et al. (1986) 
and dry snow using Appendix E-6 in Ulaby et al. (1986). Scattering from the snow volume ice 
particles is computed using Rayleigh scattering theory (Ulaby et al., 1981; Reber et al., 1987). 
The air/snow interface is characterised by the roughness and the dielectric properties of the 
snow pack. The scattering from the snow surface is computed using the Integral Equation 
Method (IEM) for single scattering (Fung, 1994, p.249) and an exponential surface roughness 
distribution. The ice is modelled as a mixture of fresh ice, brine pockets and air bubbles. The 
scattering is from the air bubbles in the ice volume and is computed using Rayleigh scattering 
theory. The dielectric constant of the ice is computed using the Polder Van Santen formulas 
for dielectric mixtures (Polder & Van Santen, 1946). We follow the recommendations by 
Shokr (1998), e.g. first-year frazil ice is best modelled as randomly oriented brine needles in 
pure ice, first-year columnar ice as vertically oriented brine needles in pure ice and multi-year 
hummock as any shape of air inclusions in pure ice. The ice surface scattering is computed 
using IEM in C-band and geometric optics (GO) in Ku-band. 
 
In C-band the first-year ice backscatter is dictated by snow-ice interface surface scattering and 
the snow layer is largely transparent even for large snow grains (>2mm). The essential first-
year ice signature can therefore be captured using a surface scattering model for the rough 
snow-ice interface (Dierking et al., 1997). The C-band multi-year ice model should account 
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for both ice surface scattering and ice volume scattering (Carlström & Ulander, 1993). Model 
experiments in both typical first-year and multi-year ice indicate that more backscatter proc-
esses are significant for the total backscatter in Ku-band than in C-band (Kim et al., 1985; 
Fung & Eom, 1982). In particular in Ku-band the snow volume scattering, ice volume scatter-
ing and snow-ice interface surface scattering contribute significantly to σ0 (θ>30˚). The Ku-
band model has to account for all these scattering mechanisms.  
 
The Rayleigh scattering approximation is valid for scatterers significantly smaller than the 
wavelength i.e. |nχ|<0.5, where n is the refractive index and χ is the wavenumber, k times the 
particle radius, r (Ulaby et al. 1981). Mätzler (1987) gives a slightly more relaxed criteria, i.e. 
kr<1. For natural snow and ice the Rayleigh approximation is sufficient in C-band. In Ku-
band the Rayleigh approximation is valid for snow grains <0.002 m in diameter using Ulaby 
et al. (1982) and <0.007 m using the criteria by Mätzler (1987). The former is normally within 
the range of snow grain size diameters reported in the literature e.g. Baltic snow ~1mm 
(Dierking et al., 1999), typical Arctic Ocean snow 0.25-0.5mm (Tucker et al., 1992), new 
snow 0.6-0.8mm, compact snow 0.8-1.1mm, snow-ice interface granular snow 1.7-2.5mm 
(Barber et al., 1995). However for special types of re-crystallised snow the larger grain are 
outside the valid range e.g. depth hoar crystals 2-5mm (Garrity, 1992), granular snow above 
the snow-ice interface 3mm (Drinkwater, 1989) and 2-8mm (Barber et al., 1995). For air bub-
bles in sea ice the Rayleigh approximation is valid in Ku-band for bubbles about <3.5 mm in 
diameter. Also here the Rayleigh limit is smaller than the larger bubbles reported in the litera-
ture e.g. multi-year hummock 1.6-3.3mm (Onstott, 1992), Baltic first-year ice 0.2-5mm 
(Dierking et al., 1999), multi-year ice <5mm (Shokr, 1998). We use uniform snow grain and 
bubble sizes and simulate the backscatter trend approximately within the valid range of the 
Rayleigh model. 
 
The snow-ice interface is characterised by its surface roughness and the dielectric properties 
of the snow and ice. The ice surface scattering in Ku-band is computed using the geometric 
optics GO method for rough surfaces and/or high frequency and an exponentially distributed 
surface roughness (Fung, 1994). In C-band, we use IEM. The validity of IEM for an ice sur-

face and exponential roughness spectra is: rLk εσ 6.12 < (Fung, 1994). The valid (RMS) 
roughness for Ku-band is ~5 times smaller than that for C-band. For GO the valid range is 
σcos(θ)/λ >0.25 and L>λ (Dierking et al., 1999). Most reported natural ice surface roughness 
measurements are neither within the valid range of IEM or GO in Ku-band. We have chosen 
the GO model for Ku-band because the surface scattering is most significant in the range 
where GO is valid and the ice surface may increase roughness after melt. IEM is suitable in 
C-band for the lower range of ice surface roughness reported in literature. Figure 3 shows the 
valid range of different surface models together with surface roughness measurements from 
the literature. The exponential surface roughness spectrum is better suited for level un-
deformed ice surfaces while a Gaussian spectrum is better for deformed ice (Livingstone & 
Drinkwater, 1991). 
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Figure 3. The valid range of IEM and GO given by Fung (1994) and Dierking et al. (1999) together with 
roughness measurements for natural sea ice reported by Onstott (1992), Carlström & Ulander (1993), 

Dierking et al. (1999), Nghiem et al. (1995). IEM is valid in the space below the diagonal straight lines in 
Ku-band (full line) and C-band (dashed line) for an exponential surface. The horizontal and vertical lines 
delineate the valid space of the GO model for incidence angles at 45o. The dielectric contrast εr is 3.15 and 
the wave number for Ku-band of 280 and C-band 110 is used. FY is first-year ice, MY is multi-year ice, 

and SY is second-year ice. 

If the spacing between scatterers in a media is less than the electromagnetic wavelength, the 
far-field approximation is no longer valid and the volume scattering coefficient should be cor-
rected for dense scattering medium effects (Kunga et al., 1991; Chuah et al., 1996; Tjuatja et 
al., 1992; Schanda, 1987; Mätzler, 1987; Fuhrhop et al., 1997). The far field approximation is 
generally not valid for snow and sea ice in Ku-band (2cm) and C-band (5cm) (Mätzler, 1987). 
In C-band, this is often neglected because volume scattering is not the dominating scattering 
mechanism for (first-year) sea ice. In Ku-band, volume scattering is significant. However, a 
dense scattering medium correction requires detailed knowledge of the distribution of scat-
terer size and relative position (Chuah et al., 1996; Winebrenner et al., 1992; Fuhrhop et al., 
1997). The distribution of the scatterers is not well known and variations in the distribution 
parameters have a large impact on the computed backscatter and extinction coefficients. We 
therefore do not apply a correction for the dense media effects and note that earlier studies 
have simulated Ku-band backscatter measurements from sea ice by similar models without 
dense media correction (Kim et al., 1985; Fung & Eom, 1982). 
 
The following equation describes the total backscatter from an ice surface covered by snow. 
The ice has two layers and there is water underneath (water is not shown in equation 1 and is 
insignificant for the backscattering). Interaction between surface and volume scattering is 
neglected as in Carlström & Ulander (1993) i.e. 
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 (Eq. 1) 
σ0 is the backscatter coefficient, T is the transmission coefficient; L is the loss factor, the sub-
script ss is for snow surface, sv snow volume, as air-snow, s snow, is ice surface, si snow-ice, 
iv ice volume. 



 3-14

3.2 Emissivity 

Important radiative processes in a homogeneous snow layer can be described using simple 
radiative models (Ulaby & Stiles, 1980; Mätzler, 1987). The dielectric properties of the snow 
are determined mainly by the density and wetness (Ulaby et al., 1986). The dielectric constant 
of snow is affecting the reflection and transmission coefficients and the absorption coefficient. 
Scattering in the snow pack becomes important for large snow grains or high frequency 
(Mätzler, 1987). In order to illustrate these radiative processes and the physical parameters 
dictating the emissivity of snow we have applied a simple 2-layer model for a snow layer de-
scribed in Ulaby et al. (1982) p. 243 i.e. 
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 (Eq. 2) 
The subscripts in equation 2 refer to the layer number where 1 is air, 2 is snow and 3 is the 
infinite half-space of ice here given a constant brightness temperature, TB3. Γ is the rough 

surface reflectivity (Ulaby et al. 1981) i.e. 
θθθ

2cos');();( hsp
s epp −Γ=Γ , where Γsp is the specu-

lar surface reflectivity and h’ an effective roughness parameter. The dielectric constant of the 
wet snow layer is computed using the Debye-like formulation in Hallikainen et al. (1986). For 
dry snow the real part is computed using a polynomial approximation and the imaginary part 
using a Polder van Santen formulation both given in appendix E-6 in Ulaby et al. (1986). 
Scattering is computed using the Rayleigh scattering (Mätzler, 1987; Reber et al., 1987). 
 
The microwave model, MWMOD, is a combined atmosphere, ocean and sea-ice radiometer 
model. The model is using many layer strong fluctuation theory (MLSFT) to model the emis-
sivity or Tb of sea ice. The sea ice model theory is presented in Winebrenner et al. (1992) and 
applied in Fuhrhop et al. (1998) and Johnson & Heygster (2000). MLSFT is a volume scatter-
ing model and does not account for surface scattering effects. The influence of surface scatter-
ing for Tb is assumed to be small for most ice types (Fuhrhop et al. 1998).The model Tb is 
dictated by volume scattering for electrically dense scatters and coherent reflections between 
layers with dielectric contrast (Stogryn, 1986; Winebrenner et al., 1992). Details are given in 
the references above. The advantage using this model compared to the simple model pre-
sented above is that it treats dense scattering medium effects from non-spherical scatterers. 
The drawbacks are coherent interference effects of radiation from the horizontal plane layers, 
underestimation of scattering especially at high frequency (≥37GHz) and the initialisation 
requires specialised knowledge of the size and spatial distribution, shape and orientation of 
scatterers (Fuhrhop et al., 1998). It further turned out that it was difficult to simulate a realistic 
emissivity of multi-year ice using typical ice and snow parameters from the literature. 
 
The coherent interference between the horizontal layers of ice and snow simulated in 
MWMOD can have a significant impact on the computed Tb (Johnson & Heygster, 2000). 
Johnson & Heygster (2000) computed the brightness temperature of a forming fresh ice cover 
and found that as the ice grew from about 0.10m to 0.20m the modelled Tb37H decreased from 
260K to 120K. When the ice continued its growth to 0.3-0.4m, Tb37H increased again to 
260K. Even though these interference effects are real on small scales with a very smooth and 
uniformly layered media, it never occurs on large scales like the SSM/I footprint (Johnson & 
Heygster, 2000). Considering these large oscillations in MWMOD Tb which are a function of 
frequency, layer spacing, dielectric properties and thickness it is unrealistic to compute the IC 
sensitivity to snow and ice parameters using different algorithms. Combined radiative transfer 
strong fluctuation theory (CSFT) was later developed to deal with the oscillations in strong 
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fluctuation theory (Johnsen & Heygster, 2000). CSFT has not been tested in this report. In 
order to study trends in Tb as a function of central snow parameters e.g. grain size and liquid 
water content we have in addition to MWMOD used the simple non-coherent 2-layer radiative 
transfer model presented above. 
 

3.3 Ice properties – model input 

The following snow and ice properties are used for initialising both the backscatter and emis-
sivity models. 

3.3.1 Snow 
The snow properties are identical on both first- and multi-year ice. Roughness: RMS surface 
height 0.0028m and correlation length 0.02 (Nghiem et al., 1995). Density is 200 kg/m3 
(Nghiem et al., 1995). Grain radii is 0.00025m (Tucker et al., 1992). Depth is 0.13m (Tucker 
et al., 1992). 

3.3.2 Multi-year and first-year ice 
The Roughness is for first-year ice: RMS surface height 0.005 and correlation length 0.028 
(Onstott, 1992). Multi year ice RMS surface height 0.01m and correlation length 0.032 (On-
stott, 1992). Density of first year ice is 900kg/m3 (Shokr, 1999). Multi year ice has a density 
of 750kg/m3 for the upper 0.12m and 900kg/m3 further down (Carlström & Ulander, 1993). 
Salinity of first-year ice in the upper layer is 7ppt and multi-year ice 0.1ppt. Further down the 
salinities are 7ppt and 1.5ppt respectively. Air bubble radii of first-year ice is 0.0005m and 
multi year ice 0.0017m (Shokr, 1999). Brine pocket dimensions and orientation (ref). Total 
ice thickness of the first-year ice is 1m and multi-year ice 2m. The temperature profile is cal-
culated using an air temperature of -20C and a uniform temperature gradient in snow and ice 
and thermal conductivities of 0.3WK/m and 2.1WK/m respectively. Under simulations of the 
liquid water content in the snow, both the snow and ice temperature are at the melting point. 
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4. Data and data processing 
QuikScat Seawinds, DMSP-SSM/I and Radarsat ScanSAR satellite data and the HIRLAM 
numerical weather prediction model data are used to analyse the warm air events and the re-
sulting snow and ice cover changes. 

4.1 Radarsat 

The polar orbiting RADARSAT-1 satellite has a SAR onboard operating in C-band at hori-
zontal linear polarisation (HH). The SAR is capable of operating in different modes, both 
SAR and ScanSAR, at different spatial resolutions between 8-100m and swath widths from 
50- 500km. The ScanSAR wide mode gives widest possible swath covering incidence angles 
from 17˚-49˚ equivalent to ~500km on the ground (RADARSAT data product specifications, 
2000). The spatial resolution in this mode is ~100m and the radiometric accuracy is +/- 
1.35dB (Srivastava et al., 1999). 
 
Four RADARSAT ScanSAR wide scenes in Baffin Bay cover C1 before and after the warm 
spell Dec. 20th 2001. The scene details are listed in table 1. These data were calibrated using a 
procedure described in Sheperd (1998) and geo-referenced using the operational software at 
DMI.  
 

Date-time 
 

Scene centre coordinates Comment 

Dec. 5th 2001, 21.06 UTC 67˚ 31’N 56˚ 18’W Cover C1 before event 
Dec. 12th 2001, 21.02 UTC 69˚ 00’N 56˚ 17’W Cover C1 before event 
Dec. 22nd 2001, 21.11 UTC 71˚ 02’N 58˚ 57’W Cover C1 during/after event 
Dec. 26th 2001, 20.54 UTC 70˚ 46’N 55˚ 33’W Cover C1 after event 

Table 1. Dates and positions of Radarsat ScanSAR wide scenes. 

4.2 QuikScat-SeaWinds 

The SeaWinds instrument onboard the QuikScat satellite is a Ku-band (13.4GHz) pencil beam 
scatterometer using a rotating dish antenna with two spot beams that sweep in a circular pat-
tern. The outer beam is transmitting and receiving at vertical polarisation (VV) with a con-
stant incidence angle of 55˚. The inner beam is transmitting and receiving at horizontal polari-
sation (HH) at 47˚. The swath width of the outer VV beam is ~1800 km and the inner HH 
beam is ~1400 km (Leidner et al., 2000). At high latitudes (>55˚) the daily coverage is com-
plete for both polarizations. Dependent on latitude QuikScat SeaWinds covers each sample 
area with 1-6 passes a day. Backscatter measurements are extracted from each swath if there 
are more than 2 data points within the sample area. Acquisition time, mean and standard de-
viation of the measured backscatter are computed for σ0HH and σ0VV and the active (micro-
wave) polarisation ratio (APR) defined as the difference over the sum of σ0HH and σ0VV i.e. 

VVHH

VVHHAPR
00

00

σσ
σσ

+
−

=
 (Eq. 4) 

The standard deviation for both multi-year and first-year ice areas is nearly constant before 
and after the melt ±2dB for σ0HH and ±0.1 for APR. The absolute level of σ0VV is ~2dB lower 
than σ0HH the variations are nearly the same. We only show and refer to σ0HH in the following. 

4.3 DMSP-SSM/I 

The Special Sensor Microwave/Imager (SSM/I) on board the Defence Meteorological Satel-
lite Program (DMSP) satellite is a total power radiometer operating at dual polarisations 
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(horizontal, H and vertical, V), and multi frequency (19GHz, 37GHz, and 85GHz, and at ver-
tical polarisation in 22GHz). The conical scan covers a 1400km wide swath on the ground at 
constant incidence angle of 53.1˚ (Hollinger et al., 1990). Mean and standard deviation of the 
measured brightness temperature is computed in each area for every swath, similar to the 
processing of scatterometer data. The many frequencies and dual polarisation allows the com-
putation of both gradient and polarisation ratios i.e. 
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 (Eq. 5a & 5b) 
In equation 5a and 5b Tb is the brightness temperature, the subscripts fa is e.g. 19GHz fre-
quency and fb 37GHz. P indicate the polarisation H and V i.e. horizontal and vertical polari-
sations respectively. In the following we compute the gradient ration using the vertical polari-
sation. The radiometer Tb is used as input to compute the sea ice cover concentration with the 
following three algorithms: 1) the NASA TEAM algorithm using polarisation and gradient 
ratios of Tb19V, Tb19H and Tb37V is described in Cavalieri & Gloersen (1984), 2) the bootstrap 
algorithm in frequency mode using Tb19V and Tb37V described in Comiso (1986), and 3) the 
near 90GHz algorithm using the difference between Tb85V and Tb85H described in Svendsen et 
al. (1987), hereafter just referred to as the near 90GHz algorithm. Comiso et al. (1997) de-
scribe 1 and 2 in detail. 

4.4 HIRLAM 

The high resolution limited area model (HIRLAM) is a mesoscale atmospheric model oper-
ated at DMI for analysis and forecast in the weather service. It covers Greenland, the North 
Atlantic and Europe with different resolutions, from 0.05˚-0.45˚, and uses the global Euro-
pean Center for Medium Range Weather Forecast (ECWMF) model for lateral boundary con-
ditions. We use the model set-up for Greenland with a horizontal resolution of 0.45˚. The 
analysis is done every six hours using the optimum interpolation method, a statistical proce-
dure to minimize differences between observations and first guess from the model (Sass et al., 
2002). The model analysis is checked against measurements from the meteorological stations 
on land and Bracknell and DMI weather charts to investigate the regional weather situation 
during the ice surface melt events. 

4.5 Melt locations 

The locations and warm air event dates summarized in table 2. 
Location Event date 

Time period 
 

Satellite data sample area Met. Station Met. Station 
Location 

A1 Denmark Strait 
A2 Greenland Sea 

Feb. 1st 2001 
Day 25-40 

30.7-31.8W, 67.2-68.0N 
15.2-18.9W, 72.3-73.7N 

Aputiteeq 
Daneborg 
Jan Mayen 

32.3W, 67.8N 
20.2W, 74.3N 
8.7W, 70.9N 

B1 Davis Strait Mar. 1st 2001 
Day 55-70 

62.5-64.0W, 61.2-62.2N Resolution Island 
Brevoort Island 

64.7W, 61.6N 
64.2W, 63.3N 

C1 Baffin Bay South 
C2 Baffin Bay mid 

C3 Baffin Bay North 

Dec. 20th 2001 
Day 350-365 

60.2-62.2W, 69.5-70.5N 
61.6-63.6W, 71.0-72.0N 
63.5-65.5W, 74.5-75.5N 

Aasiaat 
Upernavik 

Thule Air Base 

52.9W, 68.7N 
56.2W, 72.8N 
68.8W, 76.5N 

D1 Arctic Ocean S. 
D2 Arctic Ocean N. 

D3 Barents Sea 

Dec. 6th 2002 
Day 335-350 

9.0-13.0E, 82.0-83.0N 
17.0-21.0E, 85.0-86.0N 
42.1-46.1E, 77.5-77.1N 

Station Nord 
Ny Ålesund 

Malye Karmakuly 

16.7W, 81.6N 
11.9E, 78.9N 
52.7E, 72.4N 

Table 2. Warm air event dates and locations. 
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5. Results from four weathered regions 
Four cases used for analysing the changes in brightness temperature and backscatter when 
winter multi-year- and first-year- snow and ice properties are changed during temporary melt 
events. First the four cases are described separately then the areas dominated by first-year ice 
and multi-year ice are compared. The warm air advection is driven by low-pressure systems 
or combinations of high and low pressure systems. 

5.1 Denmark Strait 

February 1st 2001 the temperature in Denmark Strait and the Greenland Sea rise from ~-5˚C to 
~1˚C and then drop to ~-10˚C ~3days later. The temperature records from the weather stations 
in Daneborg, on Jan Mayen and in Aputiteeq are shown in figure 4. A deep low-pressure (957 
Hpa) East of Cape Farewell (45˚W, 60˚N) controls the warm air advection. The temporary air 
temperature increase is reflected in the backscatter and brightness temperature in A1 are 
shown in figures 5 and 10 and A2 in figures 6 and 14. In A1 the SeaWinds backscatter drop 
from ~-10dB before, to ~-15dB during the melting, and then increase to ~-8dB after the re-
freezing. The brightness temperature increase temporarily during melting and drop again after 
refreeze to a level below the initial level. The brightness temperature changes are greater in 
37GHz and 85GHz than in 19GHz. PR19GHz shown in figure 7 drop during refreeze from 0.05 
to 0.03. GR19-37GHz in figure 8 drop at refreeze from a typical first-year ice value around 0 to a 
typical multi-year ice value of -0.07. During 10 days after refreeze GR19-37GHz recover to the 
initial level. All bootstrap, NASA team and near 90GHz ice concentration algorithms shown 
in figure 9 are significantly affected by the melt. Both bootstrap and NASA team IC increase 
from 85 before melt to 100% during refreeze and near 90GHz IC increase from 80-85 to 
110% during the peak of melt. After refreeze the bootstrap, NASA team and near 90GHz IC 
algorithm concentration estimates stabilize at 80, 90 and 100% respectively. In A2 the back-
scatter drop from -10dB to -13dB during the melt and then recover to the initial level after the 
refreezing shown in figure 6. In both areas APR drop from 0.15 to 0.11 during the melt and 
then recover to the initial level after the refreezing. The approximate area influenced most by 
the backscatter increase is delineated with the hand-drawn contours shown in Figure 2. The 
meteorological and satellite parameters in areas A1 and A2 are shown in figures 4-14. 

 
Figure 4. Air temperature [˚C] from meteorological land stations in West Greenland and on Jan Mayen. 

Records from Aputiteeq, Daneborg and Jan Mayen. 
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Figure 5. QuikScat SeaWinds HH-backscatter and APR from Denmark Strait, Feb. 1st 2001, day of year 

25-40. 

 
Figure 6. QuikScat SeaWinds HH-backscatter and APR from Greenland Sea, Feb. 1st 2001, day of year 

25-40. 
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Figure 7. DMSP-SSM/I polarisation ratio evolution in A1. 

 
Figure 8. DMSP-SSM/I gradient ratio evolution in A1. 
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Figure 9. DMSP-SSM/I ice concentration in A1 using the NASA team, bootstrap and near 90GHz algo-

rithms. 

 
Figure 10. DMSP-SSM/I brightness temperature evolution in A1. Vertically polarised channels with full 

line, horizontally polarised with dashed line. 



 5-22

 
Figure 11. DMSP-SSM/I polarisation ratio in A2. 

 
Figure 12. DMSP-SSM/I gradient ratio in A2. 
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Figure 13. DMSP-SSM/I ice concentration in A2 using NASA team, bootstrap and near 90GHz algo-

rithms. 

 
Figure 14 DMSP-SSM/I brightness temperature in A2. Vertically polarised channels with full line, hori-

zontally polarised with dashed line. 

5.2 Davis Strait 

On March 1st 2001 the air temperature at Resolution Island in Davis Strait shown in figure 15 
increase from below -10˚C to ~0˚C and after ~2 days it decrease again to ~-15˚C. The warm 
air advection is associated with a low pressure system over New-Foundland (57˚W, 50˚N). 
The temporary air temperature increase is reflected in the backscatter and brightness tempera-
ture shown in figures 16 and 20. The SeaWinds σ0 increase during the melt from about -15dB 
to -10dB (figure 16). APR shown in figure 16 is unaffected by the backscatter increase. 
Tb19GHz, Tb37GHz and Tb85GHz in figure 20 decrease by 20K, 40K and 40K respectively at re-
freeze. GR19-37GHz in figure 18 decrease during melt from 0 to -0.04 at refreeze. PR19GHz in 
figure 17 increase from 0.03 to 0.05-0.06. During the melt phase and at refreeze bootstrap IC 
varies ~5%, NASA team IC ~10% and near 90GHz  IC also ~10% (figure 19). Before melting 
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the 3 algorithms compute the same IC within ~5%, after within ~15%. The meteorological 
and satellite parameters are shown in figures 15-20. 

 
Figure 15. Air temperature [˚C] from meteorological land stations in West Davis Strait. Records from 

Brevoort Island and Resolution Island. 

 
Figure 16. QuikScat SeaWinds measurements from the Davis Strait, Mar 1st 2001, day of year 55-70. 
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Figure 17. DMSP-SSM/I polarisation ratio in B1. 

 
Figure 18. DMSP-SSM/I gradient ratio in B1. 
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Figure 19. DMSP-SSM/I ice concentration in B1 using NASA team, bootstrap and near 90GHz algo-

rithms. 

 
Figure 20. DMSP-SSM/I brightness temperature in B1. 

5.3 Baffin Bay 

December 20th 2001 the temperature increase from between -30 and -10˚C to above 0˚C in 
East Baffin Bay. The temperature record from the three meteorological stations on land from 
south to north Egedesminde, Upernavik and Thule Air Base are shown in figure 21. When the 
temperature decline again to freezing between -20 and -5˚C 1-3 days after the melt onset the 
backscatter level has increased from ~-18dB to ~-9dB as shown in figures 22-24. The warm 
Atlantic air is advected into the bay region by a low pressure over New-Foundland (980Hpa) 
and a high pressure over South-East Greenland (1032Hpa). The mean backscatter increase is 
greater in C3 than in C1. APR is shown in figures 22-24. In C1, APR remain at a nearly con-
stant level (0.2-0.25) before, under and after the event. In C2 and in particular C3 the evolu-
tion of APR is different than in C1. Before the event, the APR level in C3 is 0.2-0.25. During 
the warm period APR, drop to 0.0-0.1. After refreezing the APR, level stabilizes above the 



 5-27

initial level (0.3-0.4). The brightness temperature shown in figures 28,32 and 36 increase 10-
20K during melt and then the decrease 10-60K below the initial level at refreeze. The changes 
are larger for 37 and 85GHz than for 19GHz and larger for C3 than C1. GR19-37GHz shown in 
figures 26, 30 and 34 decrease during melt from 0 to between -0.025 and -0.07 at refreeze. 
The bootstrap IC shown in figures 27, 31 and 35 is stable during the melt event in C1 and C2 
but in C3 it increase by 10% at refreeze. In all areas NASA team decrease by ~15% at melt 
onset. near 90GHz IC increase during melt and drop at refreeze. 
 
The meteorological and satellite parameters C1, C2 and C3 in Baffin Bay are shown in figures 
21-36. 
 
In two Radarsat ScanSAR scenes covering C1 (December 22nd and 26th 2001) it is possible to 
identify the same ice floes and the ice drift is estimated. The ice drift is 8-30km south during 
the 4 days, fastest closer to the ice edge. 
 
Three Radarsat ScanSAR scenes covering C1 on December 16th, 22nd and 26th, 2001 were 
classified into pixels of ice and water using a neural network classification procedure in order 
to investigate trends in the ice concentration. The classification procedure is decribed in detail 
in Karleschke & Bochert (1999). In the area covered by all three scenes, the ice concentration 
was on 16th, 22nd and 26th, 2001 computed to 94%, 99%, and 98% respectively. 
 

 
Figure 21. Air temperature [˚C] from meteorological land stations on the Greenland West Coast. Records 

from Thule Air Base, Upernavik and Egedesminde. 
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Figure 22. QuikScat SeaWinds HH-backscatter and APR in C1. 

 
Figure 23. QuikScat SeaWinds HH-backscatter and APR in C2. 
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Figure 24. QuikScat SeaWinds HH- backscatter and APR in C3. 

 
Figure 25. DMSP-SSM/I polarisation ratio in C1. 
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Figure 26. DMSP-SSM/I gradient ratio in C1. 

 
Figure 27. DMSP-SSM/I ice concentration in C1 using the NASA team, bootstrap and near 90GHz algo-

rithms. 
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Figure 28. DMSP SSM/I brightness temperatures in C1. Vertical(------), Horizontal(- - - ). 

 
Figure 29. DMSP-SSM/I polarisation ratio in C2. 
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Figure 30. DMSP-SSM/I gradient ratio in C2. 

 
Figure 31. DMSP-SSM/I ice concentration in C2 using the NASA team, bootstrap and near 90GHz algo-

rithms. 
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Figure 32. DMSP SSM/I brightness temperature in C2. 

 
Figure 33. DMSP-SSM/I polarisation ratio in C3. 
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Figure 34. DMSP-SSM/I gradient ratio in C3. 

 
Figure 35. DMSP-SSM/I ice concentration in C3 using the NASA team, bootstrap and near 90GHz algo-

rithms. 
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Figure 36. DMSP SSM/I brightness temperatures in C3. 

5.4 Arctic Ocean and Barents Sea 

December 6th 2002 the temperature in Fram Strait, North of Svalbard and Greenland and in 
the Barents Sea increase from between -40 and -10˚C to 1-2˚C and then decrease to between -
20 and -10˚C 1-2 days later. The temperature records from the metrological stations on land in 
North Greenland, Svalbard and Novaja Semlja are shown in figure 37. The warm Atlantic air 
is driven by a stable high pressure over Scandinavia (~1045Hpa) and Low pressure systems 
both in Denmark Strait (992Hpa→958Hpa) and Disko Bay (959Hpa) and later (Dec. 7th) also 
in North Greenland (983Hpa). The North Greenland low pressure moves toward the North 
Pole in the days after December 7th. In the Arctic Ocean (D1 and D2) the backscatter shown 
in figures 38 and 39 drop from ~-9dB to ~-14dB during the melt and recover to the initial 
level after refreeze. In Barents Sea (D3) SeaWinds σ0 shown in figure 40 increase from an 
initial level about -16dB to -10dB after refreezing. APR in D1 (figure 38) drop at the peak of 
melt from 0.15 to 0.1, but recover to the initial level after refreezing. APR in D2 (figure 39) is 
unaffected by the backscatter decrease. In area D3 APR increase from 0.21 to 0.27 after re-
freezing shown in figure 40. The brightness temperature in D1 and D2 shown in figures 44 
and 48 increase 25-60K during melt and gradually decrease after refreeze. The increase is 
greatest for 37GHz and in particular 85GHz. GR19-37GHz shown in figure 42 and 46 for area D1 
and D2 increase to ~0 during melt and decrease below the initial level after refreeze. PR19GHz 
in figures 41 and 45 increase during melt and gradually decrease after refreezing. At melt on-
set in D1 bootstrap IC in figure 43 increase by 10% before it drops momentarily 15% below 
the initial level at refreeze. After refreeze it quickly recovers to the initial level. In D2 the 
bootstrap IC in figure 47 increase by 10% during melt but recover to the initial level after re-
freeze. NASA team is depressed by 20% during and after the melt in both D1, D2 and D3 
(figures 43, 47 and 51). In D1 the NASA team IC further drop momentarily by 20% at re-
freeze. In D1 near 90GHz IC increase by 15% during melt and decrease by 30-50% at - and 
after refreeze. In D2 the near 90GHz IC increase 15% during melt but stabilize at the initial 
level after refreeze. 
 
The German research vessel Polarstern went into the Barents Sea in March 2003 several 
months after the December melt event in D3. The observed snow cover on the first-year ice 
was characterised by extensive internal layering, depth hoar crystals (diameter>5mm) at the 
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snow/ice interface and liquid brine on the very rough ice surface. 5-10 cm of new snow cov-
ered the weathered snow and ice (C. Haas, personal communications 2003). 
 
The meteorological and satellite parameters from D1, D2 and D3 are shown in figures 37-52. 
 

 
Figure 37. Air temperature [˚C] from meteorological land stations in Greenland Svalbard and Novaja 

Semlja. Records from Station Nord, Ny Ålesund and Malye Karmakuly. 

 
Figure 38. QuikScat SeaWinds HH- backscatter and APR in D1-Arctic Ocean 82N. 
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Figure 39. QuikScat SeaWinds HH- backscatter and APR in D2-Arctic Ocean 85N. 

 
Figure 40. QuikScat SeaWinds HH- backscatter and APR in D3-Barents Sea 
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Figure 41. DMSP-SSM/I polarisation ratio in D1. 

 
Figure 42. DMSP-SSM/I gradient ratio in D1. 
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Figure 43. DMSP-SSM/I ice concentration in D1 using the NASA team, bootstrap and near 90GHz algo-

rithms. 

 
Figure 44. DMSP-SSM/I brightness temperatures in D1. 



 5-40

 
Figure 45. DMSP-SSM/I polarisation ratio in D2. 

 
Figure 46. DMSP-SSM/I gradient ratio in D2. 
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Figure 47. DMSP-SSM/I ice concentration in D2 using the NASA team, bootstrap and near 90GHz algo-

rithms. 

 
Figure 48. DMSP-SSM/I brightness temperatures in D2. 
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Figure 49. DMSP-SSM/I polarisation ratio in D3. 

 
Figure 50. DMSP-SSM/I gradient ratio in D3. 



 5-43

 
Figure 51. DMSP-SSM/I ice concentration in D3 using the NASA team, bootstrap and near 90GHz algo-

rithms. 

 
Figure 52. DMSP-SSM/I brightness temperatures in D3. 

5.5 Comparison of four events 

The evolution of first-year ice SeaWinds σ0 and Tb during the four melt events is similar in 
the first-year ice areas B1, C1, C2, C3 and D3. SeaWinds σ0 increase during melt to ~8 times 
higher level after refreezing (typically -18dB→ -9dB). The brightness temperature at 19, 37 
and 85GHz increase during the melt by 5-10K, but decrease at refreeze 10-50K below the 
initial level. The changes are greater for Tb37GHz and Tb85GHz than for Tb19GHz. GR19-37GHz de-
crease from a level typical for first-year (~0) ice to a level more typical for multi-year ice (-
0.02, -0.07). PR19-37GHz increase at refreezing from 0.04 to 0.06. 
 
Both the evolution of APR and the ice concentration estimates using the bootstrap, NASA 
team and near 90GHz algorithms differ in the areas dominated by first-year ice (B1, C1, C2, 
C3 and D3). APR evolves in 3 different ways: 1) in area B1 and C1 APR is unaffected by the 
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melt event, 2) in C2 and C3 APR drop during the melt but stabilize at a higher level after than 
before the event, and 3) in area D3 APR increase to a higher level than before the event. The 
bootstrap concentration algorithm is the most stable in the 5 first-year ice study areas during 
and after melt. In area B1, C1, C2, and D3 the bootstrap IC remains at approximately the 
same level before under and after the melt events (90-100%), in C3, however, the bootstrap 
IC jump from 93→105% at refreeze. The NASA team IC decrease in all first-year ice cases 
from ~100 to ~80% during and after the melt. In all first-year ice areas the near 90GHz IC 
increase during the melt event by 10%, but stabilize after refreeze at the same level as before 
the event. 
 
The evolution of backscatter and brightness temperatures in the Arctic Ocean multi-year ice 
(D1 and D2) is similar. The melt in D1 is however more severe than in D2 which gives sig-
nificant differences in the evolution of the ice concentration computed with the three ice con-
centration algorithms. The evolution of the near 90GHz IC in D1 and D2 is very different, 
while the evolution of bootstrap and NASA team IC follow the same pattern in the two areas 
(except the momentary drop in ice concentration before refreeze in D1). The NASA team IC 
is however depressed compared to bootstrap even after refreeze. 
 
The ice drifting along the East Coast of Greenland is in general a mixture of both multi-year 
ice and first-year ice. The satellite parameter evolution in A1 and A2 in Denmark Strait and 
the Greenland Sea is to some extent a combination of the parameter evolution of first- and 
multi-year ice. For example, the backscatter decrease during melt like multi-year ice but after 
refreezing it rise to a higher level than before melt like first-year ice. 
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6. Discussion 
Several parameters including Tb19,37,85GHz, PR19GHz, GR19-37GHz, GR37-85GHz and σ0 experience 
large changes during the temporary melt events i.e. temporal gradients (parameter/time) are 
important for melt detection. In particular σ0 and its response to melting are significantly dif-
ferent for multi-year ice and first-year ice as summarized in section 5. However if we disre-
gard the absolute σ0 level and only consider the temporal gradient, ∆σ0/∆t, we see that it is 
large at refreeze and represents a strong indicator for melt detection. Also temporal gradients 
of GR19-37GHz GR37-85GHz are important indicators: GR37-85GHz increase at the melt onset and 
GR19-37GHz decrease at refreeze for both multi-year ice and first-year ice areas. The decrease in 
the GR19-37GHz temporal gradient at refreeze is used in the introduction to detect the frequency 
of melt events in areas covered >95% with ice (bootstrap). All parameters are in addition to 
being related to ice type also dependent on ice concentration. The behaviour of PR during 
melt, Tb at refreeze, GR during melt, and multi-year ice σ0 during melt may mimic an inter-
mediate or low concentration sea ice cover. The bootstrap algorithm on the other hand re-
mains stable or increase during and after melt. The use of any of the parameters mentioned 
above for melt detection should be checked against the bootstrap ice concentration estimate. 
In water areas only partially covered by ice, melt detection will be difficult due to the am-
biguous reaction of most parameters to both ice concentration and melt. The Radarsat scenes 
covering C1 before and after melt further indicate that the depression in NASA team IC is 
unrealistic. The Radarsat scenes covering C1 before and after the melt indicate a stable ice 
concentration > 95%. 

6.1 Backscatter 

The backscatter model is simple, it includes no treatment of multiple scattering, dense media 
scattering, it has a uniform distribution of scatterers and the surface model is not always 
within the valid range. Anyway, the model simulates adequately the absolute backscatter level 
of first-year and multi-year sea ice when compared to field measurements from literature 
(measurements from Onstott, 1992). The backscatter evolution is simulated for increasing 
snow grain size and ice roughness in both C-band and Ku-band. The differences between the 
frequencies are evident. In particular increased snow grain size and to a minor extent the ice 
surface roughness increase Ku-band backscatter shown in figure 53. Increased ice surface 
roughness increase C-band backscatter shown in figure 54.  
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Figure 53. Modelled QuikScat SeaWinds Ku-band backscatter at 47˚ sensitivity to snow grain size and ice 
surface roughness slope (1.5-power correlation function). The surface roughness used in the model is the 
measured values given in figure 3. Other ice parameters are given in chapter 3 and snow grain sizes in-

crease monotonically. 

 
Figure 54. Modelled Radarsat ScanSAR backscatter at 25˚ sensitivity to snow grain size and ice surface 
roughness slope (1.5-power correlation function). The surface roughness used in the model is the meas-
ured values given in figure 3. Other ice parameters are given in chapter 3 and snow grain sizes increase 

monotonically. 

The model interpolation of first-year ice Radarsat ScanSAR backscatter measurements before 
and after the C1 warm air event in figure 55 indicate that the ice surface roughness has in-
creased. The first-year ice backscatter increase measured after refreezing in areas B1, C1-3 
and D3 and the model results in figure 53 indicate that the snow grains are enlarged. Increased 
ice surface roughness does increase Ku-band σ0, but an additional snow grain size increase is 
needed in order to increase the modelled Ku-band σ0 to the measured backscatter level and 
further reduce Tb as observed. The modelling of σ0 in both C and Ku-band indicate that the 
changes are caused by a combination of snow grain size enlargement and increased ice sur-
face roughness. These changes in the ice properties are permanent. 
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Figure 55. Modelled and observed Radarsat ScanSAR backscatter. The ice surface roughness parameters 

have been selected to fit the observations. The SAR pixels have merged into 25km pixels. 

The backscatter model indicate that the reported structural modification of first-year ice after 
temporal melt leading to lower permittivity (Arcone et al., 1986; Light et al., 2003) has a 
small but positive effect on the Ku-band σ0 due to more ice volume scattering. This process is 
however minor compared to the increased ice surface roughness caused by the expulsion of a 
surface brine layer combined with brine wicking. This process reduces volume scatter slightly 
but increase in return ice surface scattering significantly. 
 
The SeaWinds backscatter from multi-year ice is dominated by volume scattering. The mod-
elled penetration depth and volume scattering is significantly reduced when the snow layer is 
moist or wet. The multi-year ice σ0 decrease during melting is most likely caused by a wet 
snow layer. 

6.2 Tb 

Fuhrhop et al. (1997) found that the following snow and ice properties were significant for 
Tb: 1) liquid water in/on snow and ice, 2) snow grain size and density, 3) In case the snow is 
sufficiently thin, air bubbles in ice, and 4) ice salinity. The properties are ordered according 
their significance for Tb when varied within measured ranges. 
 
Figure 56 is showing the modelled sensitivity using MWMOD of Tb19V to first-year ice snow 
grain size and volumetric liquid water content in the snow. The snow and ice temperatures are 
kept at the melting point. Tb19V is primarily sensitive to transition of the snow cover from dry 
to moist. Tb19V increase by 20K by introduction of 1% liquid water in the snow from the dry 
snow around 230K to moist around 250K. The two-layer model finds that Tb19V increase by 
15K from a dry to a moist (1% liquid water) snow cover. At the onset of melt the observed 
Tb19V increase by 5-20K. The model results in figure 56 show that first-year ice Tb increase 
by introducing liquid water in the snow layer and moist snow is only to a minor extent sensi-
tive to changes in the snow grain size and increasing liquid water content. The modelled in-
crease in Tb19V is in good agreement with the observed increase in Tb19V at the onset of melt. 
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Figure 57 is showing the modelled sensitivity of first-year ice Tb19V to snow grain size versus 
thermometric snow temperature below freezing (0˚C) using MWMOD. The thermometric 
temperature in the ice follows the snow temperature at a slower rate. Tb19V is primarily sensi-
tive to the increasing snow grain size. The liquid brine volume and dielectric loss reduction in 
the ice, which is a consequence of decreasing temperature, are minor effects. The modelled 
first-year ice Tb19V (MWMOD) is decreasing from small to intermediate grain sizes and in-
crease again for larger grain sizes. The maximum Tb19V decrease is about 20K at intermediate 
grain sizes. The observed first-year ice Tb19V is decreasing from before to after the melt by 
10-20K. The modelled increase in Tb19V for large snow grain sizes is surprising. The result is 
in contrast to the trend from the 2-layer model and earlier studies described in the literature 
(e.g. Mätzler, 1987). Both the 2-layer model and Mätzler (1987) indicate that Tb decrease 
monotonically for increasing snow grain sizes. The two-layer model is exaggerating scattering 
in the snow layer so that reduction in Tb for increasing snow grain sizes is unrealistic using a 
13cm snow layer. Recalling the rule of thumb by Mätzler (1987) that the reduction, ∆Tb18GHz 
≈10d, where d is the depth of the coarse grain layer in [cm], we now reduce the effective 
snow layer depth to 2cm in the 2-layer model and re-compute Tb19V as a function of thermo-
metric air temperature and snow grain size. The results are shown in figure 58 and fits well 
with the observed reduction. The speculation behind the reduced snow layer thickness is that 
layering is inherent in snow packs (Wiesmann & Mätzler, 1999) and the 2cm should be re-
garded as an effective thickness of coarse-grained snow. The sharp reduction in first-year ice 
Tb (19GHz, 37GHz and 85GHz) at refreeze compared to before and during melt is interpreted 
as the instant where the liquid water in the snow freeze, attenuation decrease and scattering in 
the snow layer is increased due to the fully exposed and enlarged metamorphosed snow 
grains. The observed reduction in Tb can be explained by a grain size increase as modelled 
with the 2-layer model. 
 

 
Figure 56. Modelled (MWMOD) SSM/I Tb19V sensitivity to snow grain size and volumetric liquid water 

content in the snow on first-year ice. Ice and snow parameters are given in chapter 3. 
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Figure 57. Modelled (MWMOD) SSM/I Tb19V sensitivity to snow grain size and thermometric snow tem-

perature on first-year ice. Ice and snow parameters are given in chapter 3. 

 
Figure 58. Modelled (2-layer model) SSM/I Tb19V sensitivity to snow grain size and thermometric air tem-

perature on first-year ice. Ice and snow parameters are given in chapter 3, however the effective snow 
depth is set to 2cm. Note that the modelled snow grain size is <1mm due to restrictions of the Rayleigh 

scattering model. 

6.3 Satellite observations 

The change in the ice parameters responsible for the increased first-year σ0 is gradual and 
evolves during the warm period. The gradual change is most clearly shown in C1, C2 and C3 
with σ0 increasing during 2-3 successive warm days. The evolution of e.g. APR and GR are 
also gradual but experience both negative and positive trends during the actual melt. While 
first-year σ0 increase monotonically during melting to multi-year ice levels APR seems to be 
more sensitive to the actual dominant scattering mechanism. First-year ice APR is normally 
~0.23 and multi-year ice is ~0.17. During melt first-year APR is reduced but recovers to the 
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same or a higher level after refreeze. Multi-year ice APR is reduced during melting but re-
cover to the initial level after refreezing. After weathering first-year ice σ0 is dominated by 
both rough surface scattering and snow volume scattering while multi-year ice is dominated 
by ice and possibly snow volume scattering. These differences are reflected in APR. When 
the snow is wet and the scattering processes are confined to the upper portion of the snow or 
ice in both multi- and first-year ice, APR values are comparable. After refreeze where first-
year ice Ku-band σ0 is at the same level as multi-year ice, we notice that first-year ice APR is 
still higher than multi-year ice APR. The scattering mechanisms reflected in APR for the two 
ice types producing the same backscatter level are apparently different. This is in contrast to 
the level of GR19-37GHz for first- and multi-year ice after weathering. GR19-37GHz is also sensi-
tive to differences in radiative processes and is e.g. in the NASA team algorithm used to sepa-
rate multi-year ice and first-year ice. However, after weathering there is no significant GR19-

37GHz difference between first-year and multi-year ice. 
 
The increase in Tb in all four regions during melt is a combination of cloud liquid water, 
thermometric surface temperature increase (Liu & Curry, 2003) and reduced penetration 
depth due to the appearance of liquid water in the snow. The warmer surface temperature and 
the atmospheric cloud liquid water can raise Tb19GHz by about 8K. On the other hand, the 
MWMOD simulations in figure 56 indicate that Tb19V can increase by 20K when dry snow is 
moistened by melt. If the observed changes in the radiometer parameters GR and PR and 
NASA team IC during melt were only due to increased atmospheric water vapour and cloud 
liquid water we would expect to se PR19GHz decrease, GR19-37GHz increase especially for multi-
year ice and IC increase (Oelke, 1997). GR19-37GHz does indeed increase for multi-year ice 
during melt, but also PR19GHz increase and IC decrease contrary to predictions for the atmos-
pheric influence on these parameters. The atmospheric influence seems to be secondary to the 
19GHz emissivity changes in the ice during melt. 
 
The melt is more severe in D1 than D2. We speculate that the momentary drop in IC (all 3 
algorithms) in D1 by ~20-40% and Tb by 10K, anti-correlated to the peaks in PR19,37,85GHz 
from 0.02 to 0.04 indicate liquid water on the melting surface.  
 
The Tb polarisation difference increase in the presence of smooth horizontal layers within the 
snow. The effect of layering on the polarisation difference is larger for lower frequency 
(<37GHz) because of the lower absorption and scattering. The polarisation difference is 
smaller for higher frequency (>37GHz). High frequencies suffer from shallow penetration and 
isotropic scattering and absorption in the snow layer (Mätzler, 1987). PR19GHz experience a 
gradual increase in all areas A, B, C and D while PR85GHz is nearly stable before and after the 
melt. Horizontal ice layers in the snow pack are a common consequence of snow melt and 
extensive layering was observed in Barents Sea near D3 after the event (C. Haas, personal 
communications 2003). The layers are a plausible cause of the PR19GHz increase. In any case it 
is worth noticing that PR85GHz is less sensitive to melt events than PR19GHz. This is important 
because PR19GHz is used as input to the NASA team IC algorithm and the difference Tb85V – 
Tb85H is used in the near 90GHz algorithm. 

6.4 Ice concentration algorithms 

The absolute level of concentrations computed by the three algorithms (bootstrap, NASA 
team and near 90GHz) is dependent on the selection of tie-points. The relative variations ob-
served during and after the melt events are related to the sensitivity of these algorithms to 
specific changes in the ice radiative and scattering properties, e.g. snow grain size brine layer 
expulsion leading to roughness increase and ice layers in the snow as discussed above. Boot-
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strap is least sensitive to the melt with 10% IC increase during the warm period, and it recov-
ers to the initial concentration level after refreezing. NASA team is more sensitive with a 20% 
IC decrease during melt. In addition, the NASA team IC depression persist after refreezing for 
both first- and multi-year ice compared to bootstrap and near 90GHz IC. The near 90GHz 
algorithm is quite sensitive to atmospheric constituents like cloud liquid water and water va-
pour and the near 90GHz IC is in general more variable than IC from the two other algo-
rithms. Both increased cloud liquid water and water vapour in the atmosphere increase near 
90GHz IC and this is at least partly the explanation for the increased IC during the cyclone 
passage causing the ice surface melt. After refreeze near 90GHz IC stabilize at the initial level 
in areas A2, B1, C1, C2, C3 and D2. In D1 and D3 near 90GHz IC is highly variable through-
out the studied period, apparently with little correlation to the melt and freeze processes. It 
can not be ruled out that the variations in the near 90GHz IC are indeed real variations in the 
ice concentration. D1 is a special case because we believe that there is liquid water on the ice 
surface and the snow layer is absent. D3 may have experienced a sequence of melt freeze cy-
cles during the period even though this is not clearly reflected in σ0 or Tb. It seems that near 
90GHz IC is more vulnerable to atmospheric constituents than to the modified ice surface 
emissivity. Except during the cyclone passage, the boot-strap and near 90GHz are close in 
performance. 
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7. Conclusions 
Radiative and scattering processes on first-year ice and multi-year ice are not identical during 
melt events. Anyway, temporal gradients of central satellite parameters in particular σ0, Tb 
and GR, are useful for melt detection. To overcome ambiguities between melt events and ac-
tual reduction in ice concentration temporal gradients of σ0, Tb and GR should be checked 
against ice concentration estimates from the bootstrap algorithm, which is the least sensitive 
algorithm to changes in the physical properties of the weathered ice. The ice concentration 
estimate of the near 90GHz algorithm is in most cases insensitive to weathered ice after re-
freeze. However, there were significant variations in near 90GHz IC in D1 and D3 after re-
freeze, possibly caused by atmospheric constituents. 
 
The positive temporal gradient of GR19-85GHz (daily increase > 0.02) detects the onset of melt 
on both first-year and multi-year ice. The negative slope of the temporal gradient GR19-37GHz 
(daily decrease > 0.02) detects the freeze-up for bootstrap ice concentrations >95%. 
 
Models simulations indicate that the significant reason for the Ku-band σ0 increase over first-
year ice is a combination of increased ice surface roughness and snow grain size. The wet 
snow layer causes the multi-year Ku-band σ0 decrease during melt. The C-band σ0 at 25˚ is 
affected by ice surface roughness. The wet snow layer and the resulting reduction in snow 
volume scattering cause the Tb19GHz, Tb37GHz and Tb85GHz increase during melt. The 
Tb19GHz, Tb37GHz and Tb85GHz decrease at refreezing is on the other hand caused by increased 
volume scattering by the snow grains with increased diameter. Internal ice layers are respon-
sible for the PR increase at 19 and 37GHz. 
 
The Tb sensitivity to central snow parameters, i.e. moisture and snow grain size computed by 
the MWMOD and 2-layer models is clear. However, MWMOD is predicting unrealistic oscil-
lations in Tb for increasing grain sizes and the 2-layer model is apparently overestimating 
scattering. The general performance of these Tb models is not satisfactory and it is an impor-
tant future task find a suitable method to model Tb. 

7.1 Project prospective 

Oelke (1997) found that IC computed using the NASA team algorithm erroneously could in-
crease by 10% due to the influence of atmospheric constituents on the measured Tb. We find 
that the NASA team algorithm is depressed by 20% due to irreversible changes in the snow 
and ice properties and the ice emissivity during temporary ice surface melt in winter. The 
consequences of the emissivity changes are serious not only for the computed ice concentra-
tion but for any interpretation of sea-ice microwave signatures. The persistence of the weath-
ered foot-print after the actual melt makes systematic interpretation of microwave signatures 
difficult especially along the ice edge where temporary melt is common. Identification of the 
actual melt events is feasible using e.g. the daily gradient of GR19-37GHz, but distinction be-
tween weathered first-year ice and multi-year ice is difficult after refreeze. Because correction 
of the emissivity before computation of IC and identification of weathered ice after refreeze is 
difficult it is therefore important to select an IC algorithm which is fairly insensitive to 
changes in the ice emissivity. 
 
Two of the three ice concentration algorithms used in this investigation show potential for 
further investigation due to their low sensitivity to emissivity changes of the ice. This is the 
bootstrap algorithm and the near 90GHz algorithm. The near 90GHz is sensitive to atmos-
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pheric constituents like water vapour and cloud liquid water but near 90GHz IC has on the 
other hand ~4times better resolution than both bootstrap and NASA team IC. Atmospheric 
contamination of the computed IC can be minimized through correction schemes using nu-
merical model or satellite derived parameters describing the atmospheric constituents (Kern, 
2001). 
 
With the launch of the AMSR-E radiometer onboard the NASA Aqua satellite May, 2002 and 
AMSR onboard ADEOS II December 2002 brightness temperature at both 6, 10, 18, 23, 36 
and 89GHz are acquired and distributed in near-real-time. 6GHz brightness temperature has 
low sensitivity to snow grain size enlargements within a natural range and ice concentration 
algorithms using 6GHz emissivity will be influenced less by such changes in the snow proper-
ties than e.g. the 19GHz emissivity. The advent of these radiometer measurements are of sig-
nificant interest to the IOMASA project in light of the problems analysed in this report. 
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