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PREFACE 
 
Discrimination between open water and sea ice in SAR imagery can still pose a problem to 
the ice analysts in their daily task of charting the sea ice for safe navigation. To help them in 
this task, new algorithms have been developed and tested. The algorithms that are described 
in this report rely on a user first manually identifying a particular region in a SAR image 
(e.g., open water area or sea ice of particular concentration or ice type) then the algorithm(s) 
will automatically determine similar regions in the remainder of an image. These algorithms 
are based on a common principal of matching the statistics of the known and unknown re-
gions using (a) Kolmogorov-Smirnov (KS), and (b) Chi-Square (CS) distribution matching 
tests. The main advantage in using these distribution matching tests is that the probability 
distribution function (pdf) of the known region does not need to be known. Both KS and CS 
tests determine whether the two data sets belong to the same or different, yet undetermined, 
distributions. The main difference between KS and CS tests is that they are valid for un-
binned and binned data respectively. 
 
In this report the relative performance of the KS and CS tests is presented. The tests were 
carried out using the amplitude SAR image and the image products: (a) Power-to-Mean Ra-
tio (PMR), and (b) Gamma-pdf which are computed from it. Both PMR and Gamma-pdf are 
useful tools for discriminating between open water and sea ice type in SAR images and have 
been reported in the open literature by the author. The results presented in this report shows 
that the KS test is very efficient (both reliable and computationally fast) at identifying simi-
lar surface types. It performed best with the amplitude data and Gamma-pdf while results 
using the Gamma-pdf and PMR images were prone to ambiguities. CS test did not perform 
as well as the KS test. This is because the data first has to be arbitrarily binned which results 
in some information being inevitably lost. It was also found to be many times slower to run 
on the computer. For these reasons it was decided not to use the CS test for matching known 
and unknown regions in a SAR image. 
 
The information obtained using the KS tests can be considered as the ‘best statistical guess’ 
during situations when the ice analysts have difficulty in interpreting parts of a SAR image. 

 
 
Keyword: Sea ice, RADARSAT, image interpretation, distribution matching, Kolmogorov-
Smirnov test, Chi-Square test, Greenland. 
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1. INTRODUCTION 
The Danish Meteorological Institute (DMI) is responsib le for the operational charting of the sea ice in 
the waters around Greenland for the safety of ship navigation. Between 1996 - 1998 extensive validation 
campaigns were undertaken which included numerous aerial underflights to determine the quality of the 
RADARSAT ScanSAR Wide data for ice mapping in different ice and weather conditions (Gill et. al., 
2000). Based on these evaluations operational ice mapping using primarily RADARSAT ScanSAR 
Wide data was started in autumn 1998. Today DMI is the third largest commercial user of RADARSAT 
data in the world after the Canadian Ice Services and the National Ice Centre. 
 
The interpretation of these data is made difficult by the fact that the backscatter signatures from the open 
water and ice regions are not unique (Sandven et. a., 1994). The backscatter from the water regions are 
dominated by the local wind conditions and those from the ice regions are dependent on the ice type, ice 
concentration, surface roughness of the individual floes and level of surface melting during the summer 
months (Gill and Valeur, 1999). The backscatter signals are also critically dependent on the radar inc i-
dence angles (far - and near - range effects). For example, it is quite common during manual interpreta-
tion that the belts of ice appear nearly white (on a grey tone scale) in the far- and nearly black in the 
near-range against the background sea clutter. Manual interpretation of these data is particularly difficult 
in the navigationally most important Cape Farewell waters (the southern most tip of Greenland) which 
are characterised by strong winds (wind speeds ≈  20 m/s - 30 m/s are common ) and scattered sea ice of 
low concentration (≈ 1/10 - 3/10). This sea ice is mainly of arctic origin of thickness between 2 m - 5m 
and floe sizes typically < 50 m mixed in with the locally formed ice and icebergs from the east coast of 
Greenland (Gill et. al., 2000). Detecting regions of ice in these data can also be difficult close to coasts 
where wind patterns are often complex or the relevant region is totally devoid of winds (lee areas) mak-
ing image interpretation extremely difficult. It requires ice analysts which have high skills at interpreting 
SAR images and, in addition, have a knowledge of the local ice regime.  
 
To provide fast and easy to interpret additional tools/products to the ice analysts that would help them to 
analysis SAR images during routine operations, a number of parameters based on the first and second 
order statistics, probability distributions, wavelet transform and constant false alarm rate have been de-
veloped at DMI in the last 6 - 7 years. A suitable method to estimate the performance of these products 
was found to be to display their values on a computer screen (after appropriate scaling) and use manual 
interpretations. This method was preferred as it was found to be more accurate (reflecting even the 
spread in variations of the parameter over the same region type within the different parts of the same 
image) than the traditional methods which usually involve making graphical or scatter plots of the pa-
rameter for different ice types or concentration. Further, using this approach it was possible to make the 
use of ice analyst’s image interpretation skills and it enabled their involvement from a very early stage 
during validations. By displaying these grey tone ‘images’ of the parameters along side the original im-
age it was possible for the ice analysts to evaluate the performance (and the limits) of the various pa-
rameters over different regions of sea ice and open water. The data set used for evaluation were the RA-
DARSAT ScanSAR Wide images (from an archive pool of over 700) processed at Gatineau and West 
Freugh from 1996 - 2000. In particular, these images were of diverse complexity reflecting the different 
sea ice and weather conditions characteristic for these waters.  
 
Results from the investigations on the first order statistics have already been reported (Gill and Valeur, 
1999). These investigations showed that all first order parameters were ambiguous for really ‘noisy’ 
images (usually those containing very complex surface wind patterns). Nevertheless, it was found that 
the grey tone ‘images’ of the normalised second moment of the probability distribution, the Power-to-
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Mean-Ratio (PMR), given by the simple expression 
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where I is the intensity value, were in most cases very useful to discriminate between the different re-
gions of ice and water and for determining the positions of possible icebergs. The higher order moments 
(skewness, kurtosis) were also very useful but generally did not add to the information already available 
from PMR. As a result of these findings when operational ice monitoring based on RADARSAT first 
started at DMI it was decided to produce PMR image product(s) as part of the overall productions in its 
image analysis and ice charting system. Currently, PMR grey images are routinely used by the ice ana-
lysts during ice charting operations as supplement to the original contrast enhanced RADARSAT im-
ages. 
 
The grey tone ‘images’ of the Gamma probability distribution for open water - sea ice discrimination 
was also investigated by the author (Gill, 2001). It was found that these grey tone images also contain 
useful information for sea ice and open water discrimination and supplement the PMR ‘images’. Gamma 
probability distribution was found to be especially useful for detecting calm water regions.  
  
Briefly, the Gamma distribution is valid for a homogeneous region and describes the statistics of the 
background speckle when there is no texture variations. Earlier studies by the author (Gill and Valeur, 
1999) was found that the first order moments averaged over large regions of open water, fast ice and ice 
of concentration between 4/10 - 9/10 matched well with the theoretical moments given by the K-pdf. 
Further the values for open water, followed by fast ice approached the theoretical values given by the 
Gamma (γ) pdf. Regions of low concentration of sea ice and very turbulent open water areas, both of 
which are very heterogeneous (large PMR values) could not be represented by any of the pdf tested in 
the study. 
 

Gamma probability distribution, 
P I
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, for single pixel intensity is given by the following mathematical 
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where L is the number of looks (L=7 for ScanSAR Wide image product), Γ is the Gamma function 

and µB  is the mean intensity of the background and is given by 
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The Gamma probability distribution for the average intensity, I
−

can be derived by performing incoherent 
averaging over m pixels and is given by the following equation (Oliver and Quegan, 1998): 
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This article essentially cons ists of three sections. In the next section (2) a brief description of the Kol-
mogorov-Smirnov (KS) and Chi-Square (CS) tests is given. The method used to evaluate the two tests is 
presented in section (3). The results from the evaluations of the two tests are presented in section 4. Fi-
nally, section 5 concerns with discussion and conclusions. 
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2. DISTRIBUTION MATCHING TESTS 

 
The algorithms reported in here are given in the “Numerical Recipes in C by Press et. al., Second Ed i-
tion, University of Cambridge Press, pages 620 – 627. A brief description of the two tests; (a) Kolmo-
gorov-Smirnov and (b) Chi-Square, is given below. For detail description the reader should refer to the 
above reference. As mentioned above the main difference between KS and CS tests is that they are valid 
for binned and un-binned data, respectively. What this means is that in the KS case there is no restriction 
or demand put on the data sets to be compared; they can be integers or floats and in any order (the order-
ing is carried out within the algorithm). However this is not the case with CS test, here data must be 
binned which means some sort of arbitrary histograms of the data must first be created. This inevitably 
results in loss of information. The binning of the test data sets is critically important in the evaluations 
that are reported in the following sections. In particular, for the amplitude averaged products this is not 
important as the amplitude values are naturally binned and are in the range 0.0 – 255.0 floating points as 
they are computed from the original 8-bit raw RADARSAT ScanSAR Wide data by averaging pixels.  
However, in the case of PMR and Gamma-pdf it is not so simple. PMR values are typically in the range 
1.0 – 3.0, while Gamma-pdf  probabilities lies between 0.0 – 1.0. There is clearly not adequate dynamic 
range in PMR and Gamma-pdf values that reflect the small but very significant changes in the local tex-
ture in a given SAR image. To overcome this problem what is done is not to ‘work’ with integer or 8-bit 
approximations but instead to use the full floating point values of these parameters. In particular, the 
following amplifications to the PMR and Gamma-pdf (GAM) values are made when binning: 
 
 
PMRbinned=106(PMRoriginal-1.0)                (5) 
 
 
GAMbinned=105(GAMoriginal)                (6) 
 
 
From the above two expressions it is clear that PMR and GAM values are binned into 106 and 105 differ-
ent bins, respectively. These multiplications factors were obtained after extensive trials.  
 

2.1 Kolmogorov – Smirnov test 

 
The main assumption in applying the Kolmogorov – Smirnov test is that the underlying unknown prob-
ability distributions that describe the two data sets that are to be compared are a function of a single 
variable. What is done in this test is that the cumulative distribution of the two data sets are computed. 
Then the maximum of the absolute difference between the two cumulative distributions, D, is computed. 
The smaller D is of course the more likely that the two data sets belong to the same distribution. How-
ever, the significant level of D i.e., the value that disapprove the null hypothesis that the two data sets 
are from the same distribution is given by the following expression which are given in the above refe r-
ence 
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where  
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is the effective number of data points. 1N and 2N are the number of data points in data sets 1 and 2, re-
spectively. 
 
Q is a monotonic function and is given by the following series 
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The above expressions are most sensitive near the median value and least sensitive towards the tails of 
the distributions. Other expressions for P(D) are also discussed in the above reference. These were also 
tested by the author but were not used in the routine tests as they did not show significant improvements 
to the overall results reported below.  
 

2.2 Chi-Square test 

 
The Chi-Square probability function is an incomplete Gamma function, Q(?2 | ?), the expression for 
which can be found in any standard textbook on probabilities. For example “Numerical Recipes in C”, 
second edition page 221 give the following expression 
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where ‘gammq’ is a standard library function in the C library. In the above expression ? is the number of 
degrees of freedom, while ?2 is given by the following equation 
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are the number of points in data set A and B, respectively. These are equations 14..3.3 and 14.3.4 in the 
above reference. 
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3. EVALUATION METHOD 

 
To determine the usefulness of the KS and CS tests at matching known and unknown regions of SAR 
AMPLITUDE image and GAMMA and PMR products the following method was used. 

 
1. From the original ScanSAR Wide 8-bit, 100 m pixel size, 500 km swath width wide, ap-

proximately 100 Mbytes amplitude data files the following three float products are gener-
ated: 

 
• AMPLITUDE  product which is obtained by averaging window of size 4 × 4 pixels, 

and fixing the distance between two of these consecutive windows at 4 pixels in both 
directions 

• GAMMA product obtained by using expression (4), above, the size of computation 
window and inter window spacing was same as for the AMPLITUDE product, and 
finally 

• PMR product obtained by using expression (1) , for window size of 20 × 20 pixels, 
with inter spacing of two consecutive windows again fixed at 4 pixels in both direc-
tions. 

 
These averaging of windows is necessary to compute the parameters used in the expressions in 
equation (1) and (4), to reduce the background speckle noise by smoothing the data. Further this 
has the advantage of reducing the data volume of each image product used in the evaluation and 
hence shorten the computation times. 
 
1. Training areas of different surface types (e.g., calm and turbulent water, sea ice of low and 

high concentration, multi- and first- year sea ice, and if appropriate sea ice in different stages 
of development, etc.) are generated by displaying the AMPLITUDE product on a computer 
terminal (SILICON GRAPHICS ERSDAS IMAGINE work station). In particular, regions of 
size ˜ 50 × 50 pixels of different surface types are manually identified in the AMPLITUDE 
image. This creates the mask file, example of which is shown in figure 1 which shows the 
mask file superimposed on top of the AMPLITUDE image. In the figure only two regions 
have been manually identified: open water (green box) and sea ice (red box). In practice 
there is no limit to the number of different regions of open water or sea ice of different con-
centration or type that can be manually identified and hence used for matching tests. 

 
2. The mask file generated above is then used to identify and store in a buffer the data points 

pertaining to different surface types from each of the three products: AMPLITUDE, 
GAMMA and PMR. For example, these are the points within the colour boxes shown in figs. 
1 and 3 and 4. 

 
3. Then KS and CS tests are used to match the data points in each of the three products to their 

respective data points pertaining to a different surface type to determine the probabilities of a 
match (probabilities =1.0) and no match (probabilities =0.0). To compute these probabilities 
a test window of size 4 × 4 pixels, was determined by carrying out trials with windows of 
different sizes and was found to be both computationally optimal and statistically sufficient,,  
is slid across the three products. The pixels in these 4 × 4 test windows are compared with 
the manually  identified surface classes (˜ window size 50 × 50 pixels) using the CS or KS 



 

 10 

tests to determine whether the two data sets belong to the same distribution. These results are 
given as probabilities which are then displayed on a computer graphical screen, after appro-
priate scaling, for manual interpretation It should be noted that if matching between the pre-
chosen surface class and the rest of the image is carried out using the KS test, then no further 
special consideration of the data are necessary. However, if CS test is used then the AMPLI-
TUDE, PMR and GAMMA float data products must first be binned into integer bins using 
expressions (5) and (6), respectively. 

 
4. The probabilities computed above for each of the three products using either of the two tests 

are then linearly amplified so that they could be displayed on a 8-bit computer graphical. 
The grey tone values of these probabilities were then manually interpreted and are presented 
as results in the next section. 
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4. RESULTS 

 
This consists of, for the purpose of illustrating the method, a classification of two RADARSAT Scan-
SAR Wide images shown as figures 1 and 2, respectively, and given at the back of this report. The first 
image is from Disco Bay region of West Greenland from 2000-05-24. This image has been chosen be-
cause it is relatively easy to interpret manually and thus is adequate for illustrating the results. The sec-
ond SAR image is much more difficult to interpret. It contains many different surface types: sea ice of 
both very low and very high concentration, calm and turbulent open water regions and first and multi-
year sea ice floes. This second image is of Scoresby Sound from the East coast of Greenland from 2000-
07-22. In both of these figures typical regions of different surface types of interest for this report have 
been indicated by different colour boxes. For example, fig. 1 contains just two boxes, red and blue boxes 
for sea ice and open water, respectively. Similarly, fig. 2 contain 4 boxes, two each for sea ice (low and 
high ice concentration) and open water (calm and turbulent water). The data points from three different 
products (AMPLITUDE, GAMMA and PMR) within these (and only these !) boxes are stored in a 
buffer and are used in the distribution matching tests as described in the last section. The results from 
these two distribution matching tests are presented below. 
 

4.1 RADARSAT image from West Coast of Greenland 

 
Figures 3 and 4 show the GAMMA and PMR ‘image’ products, respectively, on a grey tone scale, after 
appropriate scaling, corresponding to the AMPLITUDE image product shown in figure 1. Both of these 
figures shows the usefulness of these products for interpreting the original SAR image (fig. 1). As can be 
seen from fig. 3, the GAMMA product is very efficient at identifying regions of calm water, including 
those within the ice pack, and fast ice (Gill, 2001). Similarly, the PMR product is good at detecting sea 
ice boundaries, icebergs and also at delineating the structure, such as ice ridges, within ice floes. 
 
Figure 5 shows the histogram plots of the AMPLITUDE (top row; figs. 5a and 5b), GAMMA (middle 
row; figs. 5c and 5d) and PMR (bottom row; figs. 5e and 5f) data points for sea ice and open water re-
gions found within the red and blue square boxes in figs. 1, 3 and 4. To make these plots the GAMMA 
and PMR float data pixels were binned as described in section 2 above (equations (5) and (6)). As can be 
seen from each pair of these curves, they appear distinctively different for sea ice and open water. The 
KS and CS techniques are thus exploiting this information to locate regions with similar data distribu-
tions.  
 
Figure 6 shows a pair of images showing the probabilities of a distribution match computed using the 
KS test from the AMPLITUDE float product shown in fig. 1 for sea ice (fig. 6a) and open water (fig. 
6b), respectively. In the figures the probabilities have been linearly scaled by a factor of 109. From fig. 
6a it can be seen from the high grey values that the amplitude pixels from the ice regions matches well 
with the manually located (those within the red box), thus indicating that they belong to the same distri-
bution. On the other hand, low grey values in the figure indicates that the amplitude pixels from these 
regions (mainly in the open water and land regions) does not belong to the same distribut ion as sea ice 
pixels found in the red box.  Similarly, fig. 6b shows the results from the KS test for determining how 
well the amplitude image pixels matches to those from the water region indicated by the blue box. Here 
high probabilities of a distribution match are obtained for part of the water region. Low values are ob-
tained for not only the sea ice and land regions in the image, but more significantly, also for some part of 
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the water region which have been indicated on this figure with the test ‘Also water’. From this it can be 
concluded that the water pixels from the latter regions does not belong to those water pixels within the 
blue box. One possible interpretation of this could be that the water in these regions have a different 
‘backscatter state’ which physically could be turbulent water compared to the relatively calm water 
found within the blue box.  
 
Figure 7 is same as fig. 6 except in this case the probabilities are computed using the CS test. In the fig-
ures the probabilities have been linearly scaled by a factor of 107. As can be seen, figs. 7a and 7b are 
very similar to figs. 6a and 6b, respectively. However, a closer examination reveals that the CS test re-
sults presented in fig. 7a shows that some of the open water regions in the Disco Bay, indicated on the 
figure with the text ‘Also water’, are misclassified as sea ice. Further, the ice edge in fig. 7a appears 
more diffused than it in fig. 6a. Similarly, comparing figs. 7b with 6b it can be seen from the grey values 
that there is less details in the sea ice regions in fig. 7b than there is in fig. 6b. The reason why CS test 
appears to perform not as well as the KS test is obvious; in the CS test the data are arbitrarily binned 
which result in some information being inevitably lost while in the KS test the original floating point 
data are used.  
 
Figure 8 (8a and 8b) and 9 (9a and 9b) shows the KS and CS probabilities computed from the GAMMA 
product shown in fig. 3. In the figures the KS and CS probabilities have been linearly scaled by a factor 
of 105 and 2.5, respectively. These figs. 8 and 9 correspond to figs. 6 and 7 which were computed from 
the amplitude SAR image shown in fig. 1. A comparison of figs. 6 with 8 and 7 with 9 shows that they 
are very  similar to each other with the exception of figure 9b which shows the CS probabilities com-
puted from the GAMMA product for water. In this latter figure most of the sea ice region, indicated on 
the figure with the word ‘misclassified’, also has very high CS probabilities which clearly is incorrect. 
From this it appears that CS distribution matching test using the GAMMA product for the water pixels 
performs poorly and should be used with care. 
 
Figure 10 (10a and 10b) and 11 (11a and 11b) shows the KS and CS probabilities computed from the 
PMR values shown in fig. 4. In the figures the KS and CS probabilities have been linearly scaled by a 
factor of 1010 and 10.0, respectively. These figs. 10 and 11 correspond to the figs. pairs 6 and 7 and 8 
and 9 discussed above. Again a comparison between figs. 10 and 11 with figs. 6 and 7 shows that they 
are very similar with the exception of fig 11a which shows the CS probabilities computed using the 
PMR product for sea ice matching. In the latter figure there is much noise and the sea ice and open water 
regions are poorly separated. A open water region in the figure, indicated on the figure with the word 
‘misclassified’, is clearly misclassified as sea ice. Thus again it appears that CS distribution matching 
test performs rather poorly. 
 
From the example presented in figures 6 – 11 it is clear that KS distribution matching test is much more 
successful at locating similar surface types than the CS test. Even in the cases when the CS test performs 
well it, however, does not appear to contain any more information that already is not available from the 
KS test. This is true for all 3 image products used in the tests. The reason for the poor performance of 
the CS test are clear and have been outlined above. Furthe rmore, the CS algorithm was found to be 4 - 5 
times slower than the KS algorithm, which is a very important parameter in any operational environment 
such as the national sea ice charting services. For these reasons it was decided not to use the CS test in 
any further evaluation of this technique. 
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4.2 RADARSAT image from East Coast of Greenland 

 
Figure 12 and 13 shows the GAMMA probabilities and PMR values on a grey scale. These figures cor-
responds to the AMPLITUDE image from the East coast of Greenland shown in fig. 2. 
 
Figure 14 and 15 shows the histogram plots of the binned floating point values of the AMPLITUDE, 
GAMMA and PMR products for sea ice and open water found within the coloured boxes indicated in the 
figs. 2, 12 and 13. In particular, the curves shown in the left columns of figures 14 and 15 are of sea ice 
of high and low concentration, while those in the right columns are for turbulent and calm water, respec-
tively. As mentioned above these histograms represents the data points within the different colour boxes 
shown in figs. 2, 12 and 13.   
 
Figure 16 (16a and 16b) shows the KS probabilities computed for sea of high (fig. 16a) and low (fig. 
16b) concentration. As can be seen from fig. 16a that KS distribution matching is successful at locating 
the high ice concentration region (white regions in the figure off the coast). Similarly, it can be seen 
from fig. 16b that it is also reasonably good at matching the region consisting of sea ice of low concen-
tration. However, in this case it is also misclassifying a region of open water as sea ice of low concentra-
tion. This region of open water is the edge of a water front separating regions of calm and turbulent wa-
ters and is marked on fig. 16b with the text ‘Not sea ice’. As mentioned above this image is relatively 
complex and it is encouraging that the KS test has been able to locate most of the sea ice regions.    
 
Figure 17 (17a and 17b) shows the KS probabilities matched for calm and turbulent water using the 
GAMMA probability product. Here again most of the regions containing calm and turbulent water have 
been successfully located. However, again there are few regions, indicated in the figures as ‘misclassi-
fied’ are clearly not correctly classified. 
 
Finally figure 18 (18a and 18b) shows the KS probabilities computed using the PMR float values for 
calm and turbulent water, respectively. As can be seen from these two figures they appear almost ident i-
cal. Thus the KS test with the PMR data does not appear to perform too well in discriminating between 
calm and turbulent water regions. One possible explanation for this is that the PMR float product used in 
the test is computed for a window of size 20 × 20 pixels while to compute the GAMMA and AMPLI-
TUDE windows of size only 4 × 4 pixels are used. Large windows are required for the PMR product to 
reduce the back ground speckle noise. However, these large windows for PMR results in the smoothing 
of the data which in turn could result in the probability distributions for the different surface types being 
very similar. Nevertheless KS test with the PMR data is still reasonably successful at locating the water 
and sea ice regions and the information in these figures supplement the information in figures 16 and 17, 
from the AMPLITUDE and GAMMA products.  
 
Thus given the texture complexity of this SAR image, the results presented in figs. 16 – 18 are encourag-
ing. Overall, the KS distribution matching test has been judged to be reasonably good at locating regions 
of similar surface types. This conclusion is based on the trials carried out with this algorithm with a 
much larger RADARSAT data set including the images from the Cape Farewell region.  
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5. DISCUSSION and CONCLUSIONS 
 
In this report the technique of matching the data from an unknown region with that of previously ident i-
fied areas were explored to determine if useful information could be obtained about the former. Two 
type of data matching tests were examined; (a) Kolmogorov-Smirnov and (b) Chi-Square. The first test, 
KS, works on the original floating point data while the CS test is used with binned data. To illustrate the 
methods two RADARSAT images, one from the West coast and the other from the East coast of 
Greenland were used. The data sets used in the tests were the floating point AMPLITUDE, GAMMA 
and PMR products. These 3 data products were derived from the original raw 8-bit amplitude RADAR-
SAT data by averaging windows of size 4 × 4 pixels in the case of AMPLITUDE and GAMMA 
probabilities and windows of size 20 × 20 pixels for the PMR product. The full details are given in 
section 2 above. 
  
The results of the KS and CS tests were presented as ‘images’ which are nothing more that the  respec-
tive probabilities on a grey tone scale. This method of presenting the results was chosen as it lends easily 
to manual interpretation. The evaluation of the results shows that both KS and CS distribution matching 
techniques contain some very useful information at matching the unknown surface regions to known 
surface types, for example sea ice and open water. In particular, this type of information is very useful 
during operational ice charting where even the most experienced ice analyst can sometime be in doubt in 
interpreting part of a SAR image. The information available from the KS and CS tests can thus be con-
sidered as a ‘best statistical guess’. 
  
Concerning the relative performance of the KS and CS tests, it was found that KS test was far more su-
perior than the CS test at locating surfaces of same types. In terms of computer execution times KS test 
was found to be  4  - 5 times faster than the CS test. Further for the cases where the CS and KS tests per-
formance was similar, it was found that the CS test did not appear to contain any ‘new’ information that 
was not already available from the KS test. For these reasons it was concluded not to use the CS test for 
further evaluations.   
 
However, it must be pointed out that the Kolmogorov-Smirnov test has its own limitations. These are 
listed below. 
 

1. KS test is most sensitive around the median of the cumulative distribution function, P(x), it is 
less sensitive at the tail end of the distribution where P(x) is approaching 0 or 1. In the C-
recipe book, modified version of the KS test are proposed, these were tested by author and 
results were not too different from the original when displayed on a grey tone scale.    

2. KS test cannot discriminate between all types of distributions, such as a distribution with 2 
maximums.  

 
In the subsequent reports it will be reported how the information obtained using the KS test on the AM-
PLITUDE, GAMMA and PMR products is used in the fuzzy logic rules called  Multi Experts – Multi 
Criteria Decision Making (ME-MCDK) to classify a SAR image both semi-automatically and fully 
automatically i.e., without the need for any operator supervision or input. 
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Figure 1. 4*4 pixel averaged RADARSAT AMPLITUDE 
image from West Greenland from 2000-05-24.

Sea ice Open water

Figure 2. 4*4 pixel averaged RADARSAT AMPLITUDE 
image from East Greenland from 2000-07-22.
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Figure 3. GAMMA product corresponding to fig.1 above
shown on a grey level scale. Gamma probabilities have
been multiplied by a factor of 105.

Sea ice Open water

GAM
PMR

Figure 4. PMR product corresponding to fig.1 above
shown on a grey level scale. PMR values have
been multiplied by a factor of 100.
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Fig. 5a. AMPLITUDE – SEA ICE Fig. 5b. AMPLITUDE – WATER

Fig. 5d. GAMMA – WATERFig. 5c. GAMMA – SEA ICE

Fig. 5e. PMR – SEA ICE Fig. 5f. PMR – WATER

Figure 5. The curves above show the binned data points of sea ice (left column)
and water (right column) of the AMPLITUDE (top row), GAMMA (middle row)
and PMR (bottom row) products indicated by red and blue boxes in figs. 1, 3 
and 4, respectively, from 2000-05-24. 
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Fig. 6a. AMPLITUDE: KS probs. for sea ice

Figure 6. The Kolmogorov-Smirnov probabilities computed by matching the AMPLITUDE pixels for sea ice in  the
red box (left – fig. 6a) and for open water in the blue box (right- fig. 6b) with the rest of image pixels  shown on a
grey tone scale. High grey tone values indicate high probabilities and vice-versa.

Fig. 6b. AMPLITUDE: KS probs. for water

Also water
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Fig. 7a. AMPLITUDE: Chi-Square probs. for sea ice

Figure 7. The Chi-Square probabilities computed by matching the AMPLITUDE pixels for sea ice in  the  red box 
(left – fig. 7a) and for open water in the blue box (right- fig. 7b) with the rest of image pixels  shown on a grey 
tone scale. High grey tone values indicate high probabilities and vice-versa.

Fig. 7b. AMPLITUDE: Chi-Square probs. for water

Also water
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Fig. 8a. GAMMA: KS probs. for sea ice

Figure 8. The Kolmogorov-Smirnov probabilities computed by matching the GAMMA pixels for sea ice in  the
red box (left – fig. 8a) and for open water in the blue box (right- fig. 8b) with the rest of image pixels  shown on a
grey tone scale. High grey tone values indicate high probabilities and vice-versa.

Fig. 8b. GAMMA: KS probs. for water
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Fig. 9a. GAMMA: Chi-Square probs. for sea ice

Figure 9. The Chi-Square probabilities computed by matching the GAMMA pixels for sea ice in  the  red box 
(left – fig. 9a) and for open water in the blue box (right- fig. 9b) with the rest of image pixels  shown on a grey 
tone scale. High grey tone values indicate high probabilities and vice-versa.

Fig. 9b. GAMMA: Chi-Square probs. for water

misclassified
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Fig. 10a. PMR: KS probs. for sea ice

Figure 10. The Kolmogorov-Smirnov probabilities computed by matching the PMR pixels for sea ice in  the
red box (left – fig. 10a) and for open water in the blue box (right- fig. 10b) with the rest of image pixels  shown on a
grey tone scale. High grey tone values indicate high probabilities and vice-versa.

Fig. 10b. PMR: KS probs. for water
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Fig. 11a. PMR: Chi-Square probs. for sea ice

Figure 11. The Chi-Square probabilities computed by matching the PMR pixels for sea ice in  the  red box 
(left – fig. 11a) and for open water in the blue box (right- fig. 11b) with the rest of image pixels  shown on a grey 
tone scale. High grey tone values indicate high probabilities and vice-versa.

Fig. 11b. PMR: Chi-Square probs. for water

misclassified
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Figure 12. GAMMA product corresponding to fig.2 above
shown on a grey level scale. Gamma probabilities have
been multiplied by a factor of 105.

Sea ice of high
concentration

Calm water
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Figure 13. PMR product corresponding to fig.2 above
shown on a grey level scale. PMR values have
been multiplied by a factor of 100.
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Fig. 14a. AMPLITUDE – high conc. SEA ICE Fig. 14b. AMPLITUDE – calm WATER

Fig. 14d. GAMMA – calm WATERFig. 14c. GAMMA – high conc. SEA ICE

Fig. 14e. PMR – high conc. SEA ICE Fig. 14f. PMR – calm WATER

Figure 14. The curves above show the binned data points of sea ice of high 
concentration (left column) and calm water (right column) of the AMPLITUDE 
(top row), GAMMA (middle row) and PMR (bottom row) products indicated by 
red and blue boxes in figs. 2, 12 and 13, respectively, from 2000-07-22. 
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Fig. 15a. AMPLITUDE – low conc. SEA ICE Fig. 15b. AMPLITUDE – turbulent WATER

Fig. 15d. GAMMA – turbulent WATERFig. 15c. GAMMA – low conc. SEA ICE

Fig. 15e. PMR – low conc. SEA ICE Fig. 15f. PMR – turbulent WATER

Figure 15. The curves above show the binned data points of sea ice of low 
concentration (left column) and turbulent water (right column) of the AMPLITUDE 
(top row), GAMMA (middle row) and PMR (bottom row) products indicated by 
yellow and magenta boxes in figs. 2, 12 and 13, respectively, from 2000-07-22. 
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Fig. 16a. AMPLITUDE: KS probs. for sea ice of
high concentration.

Figure 16. The Kolmogorov-Smirnov probabilities computed by matching the AMPLITUDE pixels for sea ice of 
high concentration in the red box (left – fig. 16a) and of low concentration in the yellow box (right- fig. 16b) with
the rest of image pixels shown on a grey tone scale. High grey tone values indicate high probabilities and 
vice-versa. The corresponding AMPLITUDE image is given in fig. 2.

Fig. 16b. AMPLITUDE: KS probs. for sea
ice of low concentration.

Not 
Sea ice
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Fig. 17a. GAMMA: KS probs. for calm water.

Figure 17. The Kolmogorov-Smirnov probabilities computed by matching the GAMMA pixels for calm water in the
blue box (left – fig. 17a) and turbulent water in the magenta box (right- fig. 17b) with the rest of image pixels 
shown on a grey tone scale. High grey tone values indicate high probabilities and vice-versa. The corresponding
AMPLITUDE image is given in fig. 2.

Fig. 17b. GAMMA: KS probs. for turbulent
water.

Misclassified

 



 

 31 

Fig. 18a. PMR: KS probs. for calm water.

Figure 18. The Kolmogorov-Smirnov probabilities computed by matching the PMR pixels for calm water in the
blue box (left – fig. 18a) and turbulent water in the magenta box (right- fig. 18b) with the rest of image pixels 
shown on a grey tone scale. High grey tone values indicate high probabilities and vice-versa. The corresponding
AMPLITUDE image is given in fig. 2.

Fig. 18b. PMR: KS probs. for turbulent
water.

MisclassifiedMisclassified
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