
'$1,6+�0(7(252/2*,&$/�,167,787(

¶¶¶¶¶�6&,(17,),&�5(3257�¶¶¶¶¶

�����

7RZDUGV�DQ�RSHUDWLRQDO�LPSOHPHQWDWLRQ�RI
+,5/$0��'�9$5�DW�'0,

.ULVWLDQ�6��0RJHQVHQ��-HVV�8��-¡UJHQVHQ
%MDUQH�$PVWUXS��;LDRKXD�<DQJ

DQG�;LDQJ�<X�+XDQJ

&23(1+$*(1������



,661�1U��������������SULQWHG�
,661�1U�������������RQOLQH�
,6%1�1U���������������
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Bjarne Amstrup, Xiaohua Yang,

and Xiang-Yu Huang

Abstract

In this report we present results of the extensive testing of the HIRLAM 3D-

VAR data assimilation system performed at DMI. We present results both for de-

layed mode runs and for pre-operational runs. In the delayed mode runs historical

observations and ECMWF boundary data were used while in the pre-operational

runs operational observations and ECMWF boundary data were used. In both cases

the runs based on the HIRLAM 3D-VAR assimilation scheme were compared with

similar runs based on the operational DMI-HIRLAM optimum interpolation (OI)

assimilation scheme.

In both the delayed mode runs and the pre-operational runs the 3D-VAR based

system gave similar or better veri�cation scores compared to the OI based system.

The additional computational cost of running 3D-VAR instead of running OI was

roughly a factor of 2.3 per analysis. During all the runs the 3D-VAR system showed

excellent stability with no crash.

Based on these results we argue that the HIRLAM 3D-VAR system now has

reached a standard where it can be made operational.

1 Introduction

The goal of the HIRLAM (HIgh Resolution Limited Area Model) project is to make a

complete numerical weather prediction system which enables the member countries to

make high accuracy short range (up to about 48 hours ahead) operational weather fore-

casts. In order to produce accurate numerical weather forecasts both a good assimilation

system and a good forecast model are needed.

The development of a variational data assimilation system within the HIRLAM com-

munity has been ongoing for several years now (Gustafsson et al., 1999). The long term
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goal of this part of the HIRLAM project is to produce a 4 dimensional variational data

assimilation system (4D-VAR) which is capable of assimilating both conventional and new

types of observation data, such as radar and satellite data.

An important milestone in the development of the HIRLAM variational data assimi-

lation system is to have a working three dimensional variational data assimilation system

(3D-VAR), which can produce good analyses (compared to the current HIRLAM reference

optimum interpolation (OI) analysis system) with conventional observations. From this

milestone, the development will continue into a 4D-VAR system with the capability of

assimilation of new data types such as TOVS/ATOVS radiances and scatterometer winds

etc.

Previously two comparisons between forecasts based OI and 3D-VAR analyses in de-

layed mode have been made consisting of a winter case by SMHI sta� on the Cray T3E

located at NSC Link�obing and a summer case by DMI sta� on the Fujitsu VPP/700

located at ECMWF Reading. As reported in Lindskog et al., (2000), better or compara-

ble observation veri�cation scores for 3D-VAR runs compared to OI runs were obtained.

Based on these results we trust that the HIRLAM 3D-VAR system now has reached this

milestone.

Before the 3D-VAR system can be used operationally, we need to test it in near

operational conditions to ensure that the system can run on the operational computer (in

DMI's case a NEC SX/4) and can handle the operational observational data and lateral

boundaries.

In this report we present results for a more than 2 month long period of delayed

mode parallel runs between the current operational OI assimilation system of DMI and

the HIRLAM 3D-VAR assimilation system. In addition we present the results of two

months of pre-operational runs with the HIRLAM 3D-VAR system. The experiments

were performed on the NEC SX/4 computer at DMI.

The contents of the remainder of this report are as follows:

Overview of the HIRLAM 3D-VAR system brie
y describes the HIRLAM 3D-VAR

system. For a more complete description of the HIRLAM 3D-VAR system see Gustafs-

son et al.,(1999).

Main di�erences between HIRLAM optimum interpolation and 3D-VAR brie
y

outlines some of the di�erences between HIRLAM OI and 3D-VAR.

Experimental set-up describes the set-up used for both the delayed mode comparisons

and the pre-operational comparisons.

Results presents the results in form of
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Observation veri�cation showing both daily and average scores when verifying

against observations.

Field veri�cation showing the average scores when verifying against analyses.

Subjective veri�cation of storm cases where the performance of the HIRLAM

3D-VAR system is compared to the HIRLAM-OI system for the severe storms

in December 1999.

Conclusions summarizes the results and discusses the possibility of an operational im-

plementation.

2 Overview of the HIRLAM 3D-VAR system

The HIRLAM 3D-VAR data assimilation system consists of three major parts: 1) obser-

vation handling, 2) analysis and 3) diagnostics of the analysis. An overview �gure of the

system is given in Figure 1. The �gure will be discussed in the relevant subsections below.

2.1 External observation handling for HIRLAM 3D-VAR

In the following we divide the discussion of observation handling into two parts: 1) external

observation handling, which contains all data preprocessing and 2) internal observation

handling within the assimilation cycle.

In the current 3D-VAR system observational data are converted from BUFR (WMO,

1995; Dragosavac, 1994) to central-memory array (CMA) (ECMWF, 1999). This data

format has also been used by ECMWF & Meteo-France for the IFS/ARPEGE models.

The primary development has been done at ECMWF and Meteo-France. The data format

is described in detail in the manual (ECMWF, 1999). The conversion of BUFR to CMA

is done in the step labeled MAKECMA on �gure 1. The software used for this conversion

is the same as the software used by ECMWF and Meteo-France with a few HIRLAM

speci�c changes such as modi�ed observation errors compared to ECMWF and support

for ground based GPS data.

The CMA data format is based on encoding of all data into IEEE 64 bit 
oating-

points. Integers and characters are encoded into the mantissa of the 
oating point data.

The data format is intended to be optimized for computational speed rather than for

e�cient storage.

In the conversion from BUFR to CMA, the observational BUFR data is read report by

report and checked against observation type and geographical location. If a report �ts the

selected observation types and geographical area, it is converted into a CMA report. The
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Figure 1: HIRLAM 3D-VAR program 
ow.

CMA report is written to a �le containing two data description records (DDR's) with

information about the processing date/time and number of observations of each type.

This �le is later used in the assimilation run.

In each CMA report space is allocated to store the di�erence between the background

(either a 3 hour or a 6 hour forecast) and the observation and the di�erence between the

analyzed value and the observation, which are calculated during the analysis. Before the

analysis, these slots are initialized to zero.
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2.2 3D-VAR analysis

The 3D-VAR analysis is based on the minimization of a cost function de�ned by the

following equation (Lorenc, 1986)

J = JB + Jo =
1

2
�xTB�1�x+

1

2

�
Hxb +H�xT � y

�T
R�1

�
Hxb +H�xT � y

�
(1)

where xb is the background state (the �rst guess), �x = x� xb is the analysis increment

in form of the di�erence between the model state (x) and the background state, B is the

background error covariance matrix, H is the observation operator, H is the linearized

observation operator, y is the observation vector, R is the observation error covariance

matrix, and ()T denotes the transpose. In the HIRLAM 3D-VAR formulation the model

state is given by

x =

0
BBBBBBBBB@

u

v

T

q

lnps

1
CCCCCCCCCA

: (2)

To avoid the inverse of B and impose balance among variables the following transform

is applied:

� = PVLFS�1AF�1�x = U�x = U(x� xb) (3)

where F is the Fourier transform to spectral space, F�1 is the inverse Fourier transform,

A is the subtraction of the geostrophic wind increment from the full wind increment, S�1

is the normalization with the forecast error standard deviation, L is the normalization by

the square-root of the spectral density of the horizontal forecast error correlation, V is the

projection on the eigenvectors of the vertical forecast error correlation matrix, P is the

normalization by the square root of the vertical eigenvalues and U = PVLFS�1AF�1.

By this transform the cost function can be written as

J = Jb + Jo =
1

2
(�)T (�) +

1

2
(Hxb +HU�1�� y)TR�1(Hxb +HU�1�� y) (4)

which do not contain the above described inverse. For details concerning these transfor-

mations see Gustafsson et al., (2000).

The 3D-VAR program reads the observations from a CMA �le and a background �eld

from a GRIB �le (typically a 3 or 6 hour forecast, denoted as the xb in Figure 1). Cur-

rently the following observations (with the information possible to use given after each

observation type) are supported : SYNOP (pressure, 2 meter temperature, 2 meter rel-

ative humidity, 10 meter wind), SHIP (pressure, 2 meter temperature, 2 meter relative
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humidity, 10 meter wind), DRIBU (pressure, 2 meter temperature, 2 meter relative hu-

midity, 10 meter wind), AIREP/AMDAR/ACARS (temperature, wind), PILOT (wind),

TEMP (temperature, wind, humidity) and SATOB (wind). Support for additional data

types (e.g. (A)TOVS data) is currently under development.

When the observations and background have been read, the background (xb in eq. 4)

is transformed from grid-point space to observation space using the observation operators

(H in eq. 4) and the di�erence between the background and the observations is calculated

((Hxb � y) in eq. 4). Since this term is constant for all values of � it only needs to be

evaluated once. The di�erences between the background and the observations are stored

in the CMA data.

The observations are checked by a screening module (labeled SCREENING on Fig-

ure 1). The screening module does the following checks (details about the checks can be

found in Gustafsson et al.,(1999)):

Bad reporting practice check to remove e.g. ships reporting over land.

Blacklist check to remove stations assumed not to produce correct data.

First guess check to remove observations too far from the �rst guess.

Multi-level check to remove multi-level observations with too many failed single level

checks.

Redundancy check to remove redundant information i.e. dense reports from aircrafts.

Only observations which passes the screening checks are used in the minimization step.

Labels specifying reasons for rejection of individual observations are stored in the CMA

data (labeled SCR CMA in Figure 1).

To calculate the background constraint a �le containing information about the struc-

ture of the background covariance matrix (the B matrix in eq. (1)) is read. The lat-

ter is calculated using the NMC method (for details see Berre, (1997) and Gustafs-

son et al.,(1999)).

In the minimization step (labeled MINIMA in Figure 1) an iterative procedure based

on the gradient of the cost function (eq. (1)) is used (Gilbert and Lemar�echal, 1989). The

number of iterations is determined by the required accuracy of the solution. There is no

simple way to predict the number of iterations needed to acquire the requested accuracy,

since it depends on the number of observations and the current weather situation. During

each iteration of the minimization the di�erence between observation and current model

state � (given by (Hxb +HU�1� � y)) is stored in the CMA data. The result of the
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minimization is an analysis �eld (labeled X in �gure 1) stored in a GRIB �le. In addition,

the di�erences between the observed and analyzed values at the observation points are

stored in a CMA �le (labeled UPD CMA in �gure 1).

During the minimization it is possible to apply variational quality control of the ob-

servations. The details can be found in Andersson and J�arvinen, (1999) and Gustafs-

son et al., (1999). The idea of variational quality control is, that the cost function is

modi�ed in a way where observations which di�er greatly from the current model state

are given very little weight in calculation of the gradient of the cost function. In order to

prevent rejection of correct observations by such a method, the variational quality control

is switched on after some pre-determined iteration number (typically 20). If, during the

minimization, the model state approaches an observed value of a rejected observation,

the observation will start to in
uence the cost function again. Each observation is given

a grade based on a 1 to 4 scale with

1. corresponding to a correct observation,

2. corresponding to a probably correct observation,

3. corresponding to a probably incorrect observation and

4. corresponding to an incorrect observation.

Afterwards it is possible to look at which observations are rejected by the variational

quality control, since the information about the grade of each observation is stored in the

CMA �le.

The HIRLAM 3D-VAR system also contains a spectral version of the HIRLAM fore-

cast code, since the calculation of the background constraint requires a lot of the same

calculations as in the spectral HIRLAM forecast code. The spectral forecast code is also

part of the HIRLAM 4D-VAR system which is presently in the process of development.

2.3 Diagnostics

In order to validate the performance of an assimilation system a good diagnostics tool

is important to have. As mentioned above the updated CMA �le contains necessary

information which can be used to investigate the performance of the analysis system and

to tune the parameters of the variational system.

Examples of such investigations/tuning could be

1. Continuous monitoring of stations which repeatedly fails either the screening or the

variational quality control.

7



>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85

85-65
65-40
40-25
25-15
15-0

-1 -0.5 0 0.5 1

P
re

ss
ur

e

temperature bias

FG
AN

>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85
85-65
65-40
40-25
25-15
15-0

0 0.5 1 1.5 2

P
re

ss
ur

e

temperature RMS

FG
AN

>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85

85-65
65-40
40-25
25-15

15-0

0 200 400 600 800 1000

P
re

ss
ur

e

temperature no. of obs.

>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85

85-65
65-40
40-25
25-15
15-0

-3 -2 -1 0 1 2 3

P
re

ss
ur

e

u-wind bias

FG
AN

>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85
85-65
65-40
40-25
25-15
15-0

0 1 2 3 4 5 6

P
re

ss
ur

e

u-wind RMS

FG
AN

>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85

85-65
65-40
40-25
25-15

15-0

0 100 200 300 400 500 600

P
re

ss
ur

e

u-wind no. of obs.

>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85

85-65
65-40
40-25
25-15
15-0

-3 -2 -1 0 1 2 3

P
re

ss
ur

e

v-wind bias

FG
AN

>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85
85-65
65-40
40-25
25-15
15-0

0 1 2 3 4 5 6

P
re

ss
ur

e

v-wind RMS

FG
AN

>925
925-800
800-600
600-450
450-350
350-275
275-225
225-175
175-125
125-85

85-65
65-40
40-25
25-15

15-0

0 100 200 300 400 500 600
P

re
ss

ur
e

v-wind no. of obs.

Figure 2: Example of a statistical evaluation of a 3D-VAR analysis valid on 1999120112.

2. Statistical evaluation of each individual 3D-VAR analysis.. An example of such

calculations is given in Figure 2.

3. Production of maps showing the geographical dependency of screening decisions to

investigate if the assimilation system has problems in e.g. areas of steep orography.

4. Recalculation of the observation errors using the method described by Hollingsworth

and L�onnberg (Hollingsworth and L�onnberg, 1986; L�onnberg and Hollingsworth,

1986). This has previous been done for the HIRLAM 3D-VAR system (Lindskog

et al., 2000) but should probably be done regularly.

2.4 Parallelization issues of the HIRLAM 3D-VAR system

Most of the early development work of the HIRLAM 3D-VAR system including the spec-

tral forecast model was done at SMHI on the CRAY T3E located at the National Super-

computer Centre in Link�obing. In the original implementation the code was parallelized

using explicit message passing with the CRAY/SGI library SHMEM.
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The code was ported to the FUJITSU VPP/700 in a non-parallel version. To increase

performance by using multiple processors work commenced on porting the message passing

using SHMEM to a more portable library in forms of the message passing interface (MPI)

library. The advantage of using MPI is that this library is available on most (if not all)

supercomputers. The work was done in a close collaboration between DMI and SMHI.

The internal observation handling of the 3D-VAR code is parallelized using the fol-

lowing two disjoint strategies:

LOCOB: In this strategy the domain is divided into a number (equal to the number

of processors used for the execution) of sub-domains and the observations are dis-

tributed into the sub-domain after the geographical location of the observation. The

advantage of such a strategy is that the background �eld at the observation point

can by evaluated in the same processing element (PE) as the observation point, so

no message passing of observation or background �eld is necessary. However, this

strategy has the disadvantage that the load distribution is unequal due to irregular

distribution of the observations.

NON-LOCOB: In this strategy observations are distributed evenly to all processors,

and the background �elds at the observation points are sent by message passing

between the processing elements. This strategy has the advantage of an even load

distribution of all processors. The disadvantage is that more message passing is

needed compared with the LOCOB option.

It has previously been shown, that on a Cray T3E computer using the SHMEM library

the NON-LOCOB option is the fastest one when running on many processors (Lindskog

and Gustafsson, 1998). Similar tests on the NEC SX/4 on 1 to 8 processors showed little

or no real di�erences in timing between the two strategies.

At ECMWF the external observation handling has been parallized using the ECMWF

message passing (MP) parallel library (Saarinen, 2000). However this software has cur-

rently not parallelized in the HIRLAM 3D-VAR framework. Work on a parallel version

of the observation handling within the HIRLAM framework is planned to start during

the fall of the year 2000. It is however not clear if the bene�t of a parallel version of

the observation handling will be signi�cant since for the input BUFR data to the DMI-

HIRLAM-G the observation handling presently only takes around 1 minute. When it

becomes possible to use satellite data in the 3D-VAR analysis, the amount of work in

the observation processing will be greater, thereby requiring a parallel version of the

observation processing.
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3 Main di�erences between HIRLAM optimum in-

terpolation and 3D-VAR

From a practical point of view the main di�erences between the current HIRLAM OI

system and the present version of HIRLAM 3D-VAR can be summarizes as follows:

Realization of the analyse schemes: In the way the optimum interpolation is real-

ized the domain is divided into a collection of observation boxes and the assimilation

is done within each box whereas for the 3D-VAR analysis scheme the cost function

is minimized over the whole domain.

Use of observations : For multilevel observations (e.g. radiosondes) the OI scheme

uses a �xed number (15) of standard pressure levels whereas 3D-VAR uses all sig-

ni�cant levels of each report. This di�erence could lead to better vertical structure

of the 3D-VAR analyses compared to the OI analyses. The information used from

some observations is also di�erent in the 3D-VAR system compared to the OI sys-

tem. An example of this is that the 3D-VAR system uses temperature and the OI

system uses geopotential from radiosondes.

There are other small di�erence in e.g. how observations are screened, quality controlled

etc.

In the future the use of new data types (some of them are di�cult to use in OI) in the

HIRLAM 3D-VAR system will add yet another important di�erence. The integration of

these new data types into the HIRLAM 3D-VAR system is currently in the development

stage. Based on the experiences at other centres (such as ECMWF and UKMO) this

development could lead to signi�cant improvement in the performance of the variational

analysis.

4 Experimental set-up

The experimental set-up was constructed based on the operational HIRLAM set-up at

DMI (Sass et al., 1999).

4.1 Domain

The domain was the operational DMI-HIRLAM-G area consisting of 202 by 190 grid-

points with 31 vertical levels with a horizontal resolution of 0.45 degrees (shown in Fig-

ure 3). This domain is on a rotated grid with polar coordinates (Plat; Plon = (0:0�; 80:0�)

starting at (xlon;1; ylat;1) = (�63:725�;�37:527�) in the rotated coordinate system.
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Figure 3: Operational DMI-HIRLAM areas.

4.2 Forecast model

The forecast model used was an updated version of the operational model described

in Sass et al., (1999). As for the operational DMI-HIRLAM-G model an Eulerian time

stepping with a time step of 240 seconds was used with physics increment every third

time step.

4.3 Observation types used

As in the operational set-up (Sass et al., 1999) we used the following observation types:

SYNOP, SHIP, DRIBU, PILOT, TEMP and AIREP (including AMDAR and ACARS)

in all 3D-VAR and OI runs.

4.4 Set-up for delayed mode runs

For experiments a period from 20 October 1999 to 31 December 1999 was selected. This

period covers both the last part of the EUCOS (EUMETNET Composite Observing

System) special period with an extended set of AMDAR data (until 15 November) and

the heavy storms of December 1999 (both over Denmark on 3 December and over France

on 25 and 27/28 December).

The assimilation window was 6 hours (observation window � 3 hours) centered around

the main synoptic times (00Z, 06Z, 12Z and 18Z) with each assimilation cycle consisting

of the following steps:

1. Observation preparation from BUFR data.
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2. Assimilation.

3. Non-linear normal mode initialization.

4. A 48 hour forecast.

For lateral boundaries to the forecast model ECMWF analyses and 6 hour forecasts

originating from 00Z and 12Z were used.

4.5 Set-up for pre-operational runs

In these experiments results with the current pre-operational forecast code was used for

direct comparisons with other pre-operational tests based on OI. In the pre-operational

set-up the runs were executed with similar conditions as the operational system, but with

a delay, since the pre-operational tests were not time-critical.

In order to save computer time the �rst pre-operational 3D-VAR tests were performed

with a six hour assimilation cycle instead of a three hour assimilation window as for

the operational DMI-HIRLAM-G model. To ensure a fair comparison an additional OI

experiment with six hour data assimilation cycle was performed.

As lateral boundaries ECMWF forecasts were used with a lateral boundary update

every 6 hours.

As in the operational runs we applied a scheme which merges HIRLAM and ECMWF

analyses two times a day. When the 00Z ECMWF analysis has arrived at DMI, it is

combined with the corresponding HIRLAM analysis in a way which takes the large scales

from the ECMWF analysis and the small scales from the HIRLAM analysis. This com-

bined �eld is then used to produce a new �rst guess for the 06Z assimilation. A similar

procedure is repeated with the 12Z ECMWF analysis. This scheme is based on the as-

sumption that ECMWF analyses are of better quality than the corresponding HIRLAM

analyses for large scales in particular over the Atlantic ocean.

The assumption that ECMWF analyses are of better quality than the corresponding

HIRLAM analyses can be argued based on several factors such as a more advanced assim-

ilation scheme (4D-VAR versus OI/3D-VAR), extensive use of satellite data (e.g. ATOVS

data) and a longer cut-o� for acceptance of observations in the ECMWF 4D-VAR. Indeed

the use of this procedure has previously been tested and signi�cantly better results were

found for most cases compared to not using it.

The pre-operational runs were started in March 2000 and after solving some logistic

problems and adjusting the con�guration etc. stable and meaningful runs were achieved

from mid-May and onwards. In this report results for the pre-operational runs covering

June and July 2000 are presented.
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5 Stability and computer time requirement of the

HIRLAM 3D-VAR system

In all the runs presented in this report we have not had any problems with stability of

the 3D-VAR code. Earlier we have had problems with the observation processing origi-

nating from having too small bu�ers in the BUFR decoding. Upgrading the observation

processing software in mid-May solved the problems.

Typically, using four MPI processes on DMI's NEC SX/4, a 3D-VAR analysis with

normal DMI input BUFR observations for the DMI-HIRLAM-G area (see above) takes

around 10 minutes. This should be compared with 3 minutes for the current operational

OI analysis system on four processors. Thus the 3D-VAR system is signi�cantly more

computational expensive compared to the OI system.

6 Results of delayed-mode runs

6.1 Observation veri�cation against EWGLAM stations

For the delayed mode runs we have performed observation veri�cation against EWGLAM

stations for the following forecasted parameters: mean sea level pressure (Fig. 4), 2 meter

temperature (Fig. 4), 10 meter wind (Fig. 4), geopotential height at 850 hPa, 500 hPa and

250 hPa (Fig. 4), temperature at 850 hPa, 500 hPa and 250 hPa (Fig. 5), wind at 850 hPa,

500 hPa and 250 hPa (Fig. 5) and relative humidity at 850 hPa and 500 hPa (Fig. 6).

For the veri�cation we have used ECMWF analyses to exclude questionable observations

from the EWGLAM stations. In these �gures averaged values over the whole period are

presented.

Comparing the observation veri�cation results (Figs. 4 to 6) the RMS values from 3D-

VAR runs are better than those from OI runs for most parameters. In particular for high

levels (250 hPa) the scores are signi�cantly better for the 3D-VAR runs. The explanation

for this is probably that the OI analysis is made on standard pressure levels and the

3D-VAR analysis is made on model levels taking all signi�cant levels of e.g. radiosonde

report into account. Also for lower levels the 3D-VAR run has slightly better RMS values

than the OI run. Looking at the bias it seems that the 3D-VAR run has a higher bias in

mean sea level pressure and in 850 hPa height and temperature. It has previously been

discussed (Gustafsson et al., 1999) that the current 3D-VAR formulation with analysis

done on model levels and in spectral space may have problems near steep orography. We

suspect that this problem has not been completely solved yet and more work needs to be
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done.

6.2 Daily observation veri�cation

In addition to time-averaged veri�cation scores we have also calculated the daily standard

deviation and bias for various parameters. Examples of such statistics for a forecast length

of 24 hours are given in Fig. 7. From the �gure it can be seen, that for most days the

3D-VAR and OI runs give very similar results. However for a few cases the OI runs have

signi�cantly higher standard deviations in mean sea level pressure compared to the 3D-

VAR runs. The number of such forecast failures are somewhat less in the 3D-VAR runs.

latter.

6.3 Observation veri�cation against Danish and Greenlandic sta-

tions

Since DMI's primary responsibility is to produce good forecasts for Denmark, Greenland

and the Faeroe Islands we have paid special attention to the observation veri�cations

against Danish and Greenlandic stations. The results are shown on Fig. 8. RMS values

for mean sea level pressure are clearly lower for the 3D-VAR runs compared with the

OI runs. The bias for mean sea level pressure is higher for the 3D-VAR runs for the

veri�cation against Greenlandic stations, but not for Danish stations. We suspect that

this is caused by the treatment of 3D-VAR for the steep orography of Greenland, as has

been discussed in 6.1.

14



−50

0

50

100

150

200

250

300

350

0 6 12 18 24 30 36 42 48
forecast length

1999102006−1999103118
(ewglam stat.lst., ECH anal.)

mslp, units in Pa

85401

OI
3D−VAR

0

0.5

1

1.5

2

2.5

0 6 12 18 24 30 36 42 48
forecast length

2mT, units in K

86222

OI
3D−VAR

0

0.5

1

1.5

2

2.5

3

3.5

0 6 12 18 24 30 36 42 48
forecast length

10mW, units in m/s

84978

OI
3D−VAR

−5

0

5

10

15

20

25

30

0 6 12 18 24 30 36 42 48
forecast length

1999102006−1999103118
(ewglam stat.lst., ECH anal.)
Height at 850hPa, units in m

13587

OI
3D−VAR

−10

−5

0

5

10

15

20

25

30

35

0 6 12 18 24 30 36 42 48
forecast length

Height at 500hPa, units in m

13568

OI
3D−VAR

0
5

10
15
20
25
30
35
40
45
50

0 6 12 18 24 30 36 42 48
forecast length

Height at 250hPa, units in m

13466

OI
3D−VAR

Figure 4: Observation veri�cation scores (bias and RMS) against EWGLAM stations for

mean sea level pressure, 2 meter temperature, 10 meter wind, and height at 850 hPa,

500 hPa, and 250 hPa for the period the experiments covering 1999102006 to 1999123118.
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Figure 5: Same as in Fig. 4 but for temperature and wind at 850 hPa, 500 hPa, and

250 hPa.
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Figure 8: Observation veri�cation scores (bias and RMS) for mean sea level pressure, 2

meter temperature and 10 meter wind, against Danish and Greenlandic stations for the

period covering 1999102006 to 1999123118.
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6.4 Field veri�cation

In addition to the above described veri�cation against observations we have also performed

veri�cation against analyses. Field veri�cation can potentially give some information

about the performance in areas with few observations such as over the oceans, but has

the disadvantage that the quality of the verifying analyses in these data sparse areas is

unknown. We veri�ed the forecast against both the 3D-VAR analyses and the OI analyses.

Due to a technical problem we had to split the period into two separate ones: one from

1999102006 to 1999113018, and another from 1999120100 to 1999123118. The veri�cation

scores of mean sea level pressure, 500 hPa geopotential height and 850 hPa temperature

for these two sub-periods are given in table 1 and table 2, respectively.

Against 3D-VAR Analyses Against OI Analyses

Forecast 3D-VAR OI 3D-VAR OI

Parameter length bias RMS bias RMS bias RMS bias RMS

m.s.l.p. 12 0.11 1.26 0.07 1.92 0.14 1.71 0.10 1.56

(hPa) 24 0.16 1.92 0.11 2.62 0.19 2.19 0.13 2.34

36 0.19 2.54 0.11 3.23 0.23 2.69 0.14 3.00

48 0.20 3.14 0.10 3.75 0.24 3.21 0.14 3.56

500 hPa H 12 0.1 11.5 0.7 26.2 �1.3 24.1 �0.7 12.4

(gpm) 24 0.1 17.3 �0.1 30.1 �1.3 26.3 �1.5 18.5

36 0.0 24.0 �0.9 34.9 �1.4 29.7 �2.3 25.2

48 �0.1 30.8 �1.6 39.9 �1.5 33.8 �3.0 31.8

850 hPa T 12 �0.06 0.67 0.06 2.08 �0.25 2.26 �0.12 1.16

(K) 24 �0.11 1.10 �0.03 2.15 �0.30 2.37 �0.21 1.70

36 �0.15 1.52 �0.10 2.32 �0.33 2.51 �0.27 2.13

48 �0.17 1.92 �0.15 2.55 �0.35 2.65 �0.33 2.49

Table 1: Field veri�cation scores for the period from 19991020 06Z to 19991130 18Z,

The results from the �eld veri�cation are quite mixed. We have in principle four cases:

1. 3D-VAR based forecasts compared to 3D-VAR analyses and OI based forecasts

compared to OI analyses: for this case the 3D-VAR runs have the lowest RMS and

bias values for most parameters compared with the OI runs.

2. Both 3D-VAR and OI based forecasts are compared to 3D-VAR analyses: for this

case the 3D-VAR results beats the OI ones on almost all RMS and bias values.
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Against 3D-VAR Analyses Against OI Analyses

Forecast 3D-VAR OI 3D-VAR OI

Parameter length bias RMS bias RMS bias RMS bias RMS

m.s.l.p. 12 0.09 1.43 0.12 1.69 0.07 1.81 0.11 1.53

(hPa) 24 0.14 2.05 0.20 2.22 0.13 2.34 0.18 2.14

36 0.16 2.61 0.23 2.72 0.14 2.84 0.21 2.68

48 0.15 3.12 0.22 3.18 0.13 3.31 0.20 3.17

500 hPa H 12 �0.7 12.3 2.7 19.9 �4.8 19.9 �1.6 12.1

(gpm) 24 �1.0 17.7 1.7 24.0 �5.2 23.0 �2.5 17.1

36 �1.7 23.1 0.7 27.1 �5.9 27.2 �3.6 22.4

48 �2.7 28.8 �0.4 31.5 �6.7 31.9 �4.6 27.9

850 hPa T 12 �0.12 0.71 0.20 1.78 �0.50 2.13 �0.19 1.17

(K) 24 �0.19 1.16 0.05 1.80 �0.57 2.29 �0.34 1.64

36 �0.25 1.58 �0.06 1.94 �0.63 2.48 �0.45 2.01

48 �0.31 1.92 �0.15 2.12 �0.69 2.66 �0.43 2.30

Table 2: Same as in 1 but for the period from 19991201 00Z to 19991231 18Z.

3. 3D-VAR based forecasts compared to OI analyses and OI based forecasts compared

to 3D-VAR analyses: For such a cross veri�cation case OI beats 3D-VAR for most

parameters.

4. Both 3D-VAR and OI based forecasts are compared to OI analyses: for this case

OI beats 3D-VAR for all parameters except for mean sea level pressure in Octo-

ber/November 1999.

The above results re
ects at best that the OI and 3D-VAR analyses are di�erent, it

can not be used to �rmly state which analyses are better.

6.5 Results for the storm cases

We present here also some subjective veri�cations of the delayed mode 3D-VAR and OI

runs for the four major storms in December 1999:

� The storm hitting Denmark on 3 December.

� The storm over Scotland on 25 December.

� The two storms over France on 26 and 27/28 December.
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6.5.1 The Danish storm on 3 December

Figs. 9 and 10 show the 48, 36, 24, 18 and 12 hour forecasts and the analysis, all valid

on 3 December 1999 at 18 Z from the 3D-VAR and the OI based delayed mode forecasts,

respectively.

Comparing the results from the 3D-VAR run (Fig. 9) and OI run (Fig. 10), we see

clearly that for this case the 3D-VAR runs perform signi�cantly better than the corre-

sponding OI runs. Both the position and depth of the low from the forecast based on

3D-VAR are signi�cantly closer to the analyses than those based on OI analyses. How-

ever in these experiments we did not use the three hour data assimilation cycle and the

merging procedure of ECMWF and HIRLAM analyses as in the operational suite. The

di�erence between the two parallel runs might be smaller (and the results for both cases

better) with a true operational \like" set-up.

6.5.2 The storms over Europe from the 25th to 28th of December

Figs. 11 and 12 show 48, 36, 24, 18 and 12 hour forecasts and analysis, all valid on

25 December 1999 00 Z from the 3D-VAR and the OI delayed mode runs, respectively,

covering the storm passing Scotland that day. Figs. 13 and 14 show the corresponding

model results valid on 26 December 1999 at 06 Z, covering the storm over France. At that

time the low were centered near Le Havre. Finally in Figs. 15 and 16 we show the model

results valid on 28 December 1999 00 Z, covering the second storm that a�ected France

with the low centered near Dijon.

The overall results for the storms over Europe in this period are quite poor. Although

the forecast by the 3D-VAR and OI runs are reasonably good for the storm over Scotland

(Figs. 11 and 12), the two storms over France (Figs. 13 to 16) are poorly predicted.

The last storm over France is slightly better predicted by the 3D-VAR runs compared

to the OI runs, but neither are close in performance to those from the DMI operational

runs, which predicted these storms quite well. The reason for this poor performance is

under investigation, but preliminary results indicate that a 6 hour data assimilation cycle

performs signi�cantly worse than a corresponding 3 hour data assimilation cycle for these

particular cases. The use of 6 hour data window may be blamed for failure in a few of

these cases but more work needs to be done to verify this hypothesis.
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Figure 9: Forecasts (+48 hour, top left, +36 hour, top right, +24 hour, middle left,

+18 hour, middle right and +12 hour, bottom left) and analysis (bottom right) valid at

19991203 18Z from the 3D-VAR delayed mode runs.
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Figure 10: As Fig. 9 but from the OI delayed mode runs.
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Figure 11: As Fig. 9 but valid at 19991225 00Z from the 3D-VAR delayed mode runs.
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Figure 12: As Fig. 11 but from the OI delayed mode runs.
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Figure 13: As Fig. 9 but valid at 19991226 06Z from the 3D-VAR delayed mode runs.
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Figure 14: As Fig. 13 from the OI delayed mode runs.
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Figure 15: As Fig. 9 but valid at 19991228 00Z from the 3D-VAR delayed mode runs.
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Figure 16: As Fig. 15 but from the OI delayed mode runs.
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7 Results of pre-operational runs

We will now discuss the results of pre-operational runs based on observation veri�cation.

The discussion will not be as detailed as for the delayed-mode runs, since many of the

conclusions are similar.

7.1 Observation veri�cation against EWGLAM stations

Figs. 17 to 19 and Figs. 20 to 22 show the veri�cation against observations from the

EWGLAM station list for the pre-operational parallel runs for June and July 2000 respec-

tively. The veri�cation set-up is similar to the above described one for the delayed-mode

runs.

The most fair comparison between OI and 3D-VAR based forecasts is to compare the

six hour data assimilation runs (experiment ASG using OI and experiment ASE using

3D-VAR). During the �rst 14 days of June 2000 these two experiments used climatic sea

surface temperatures instead of updated ECMWF sea surface temperatures (as in the

operational set-up) due to an error. The consequence of this error is re
ected in the

signi�cant negative biases for the 2 meter and 850 hPa temperature in June 2000 for both

experiments (Figs. 17 and 18).

Overall almost identical conclusions can be made about the observation veri�cation

of the pre-operational runs as for the delayed mode runs. The 3D-VAR runs (ASE) has

better or similar RMS scores for all parameters compared to the OI runs (ASG) for both

months. As in the delayed-mode runs, the results are consistently slightly better for the

3D-VAR runs compared with the corresponding OI runs. Again, the main signi�cant

improvement is seen in 250 hPa level, where the fact that the 3D-VAR analysis scheme

use radio soundings from all signi�cant levels seems to give a clear improvement in RMS

score for temperature.

Comparing with the operational OI runs (G45 in the Figs.) we see that both the pre-

operational 3D-VAR (ASE) and OI (ASG) seems to do better or similar to the operational

system. The comparision is not clean since also forecast code is di�erent, so caution should

be taken when comparing the pre-operational runs with the operational runs.
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Figure 17: Observation veri�cation scores (bias and RMS) against EWGLAM stations of

the pre-operational runs for June 2000 for mean sea level pressure, 2 meter temperature,

10 meter wind, and height at 850 hPa, 500 hPa, and 250 hPa. In the �gure the experiment

names correspond to the following: G45 refers the operational HIRLAM-G runs (3-hour

data assimilation cycle), ASE the 3D-VAR HIRLAM-G runs (6-hour data assimilation

cycle) and ASG the OI HIRLAM-G runs (6-hour data assimilation cycle).
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Figure 18: Same as in Fig. 17 but for temperature and wind at 850 hPa, 500 hPa, and

250 hPa.
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Figure 19: Same as in Fig. 17 but for relative humidity at 850 hPa and 500 hPa.
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Figure 20: Same as in Fig. 17 but for July 2000.
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Figure 21: Same as in Fig. 20 but for temperature and wind at 850 hPa, 500 hPa and

250 hPa.
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Figure 22: Same as in Fig. 20 but for relative humidity at 850 hPa and 500 hPa.

37



7.2 Precipitation veri�cation

We have also looked at the precipitation veri�cation against Danish SYNOP stations in

form of contingency tables where 12 hour precipitation is divided into 5 classes of precip-

itation and the number of hits are counted. The 5 precipitation classes are (precipitation

amounts in mm): P1 < 0:2, 0:2 � P2 < 1:0, 1:0 � P3 < 5, 5 � P4 < 10 and P4 � 10

with P being either F (forecast) or O (observation).

The results are shown for June and July 2000 in Table 3. With a perfect forecast all

non-zero numbers would be in the diagonal.

The tables show that the 3D-VAR runs seem to produce slightly more forecasts which

fall into the correct class (larger numbers in the diagonal) compared to the OI runs.

However, in both 3D-VAR and OI runs there were a few bad cases where the forecasts

predict class F5 but observations fall into O1 and vice versa. In general the forecasts

seems to over-predict the amount of precipitation compared to the observed values. This

is a known problem of the HIRLAM model.
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G45 0006 G45 0007

O1 O2 O3 O4 O5 sum O1 O2 O3 O4 O5 sum

F1 520 13 9 0 0 542 F1 504 25 10 2 3 544

F2 294 46 38 9 1 388 F2 351 47 19 13 3 433

F3 43 45 76 20 15 199 F3 53 22 36 10 4 125

F4 4 7 21 15 3 50 F4 0 0 2 9 0 11

F5 1 2 9 4 4 19 F5 0 0 1 8 7 16

sum 862 113 153 48 22 1198 sum 908 94 68 42 17 1129

%FO 60 41 50 31 14 55 %FO 56 50 53 21 41 53

ASE 0006 ASE 0007

O1 O2 O3 O4 O5 sum O1 O2 O3 O4 O5 sum

F1 524 13 7 2 1 547 F1 529 22 13 8 3 575

F2 262 48 30 5 3 248 F2 339 49 24 6 3 421

F3 54 47 81 18 12 212 F3 38 22 27 10 4 101

F4 1 3 25 16 3 48 F4 1 0 4 15 5 25

F5 1 2 10 7 3 23 F5 1 1 0 3 2 7

sum 842 113 153 48 22 1178 sum 908 94 68 42 17 1129

%FO 62 42 53 33 14 57 %FO 58 52 40 36 12 55

ASG 0006 ASG 0007

O1 O2 O3 O4 O5 sum O1 O2 O3 O4 O5 sum

F1 507 10 8 0 0 525 F1 483 24 10 4 2 523

F2 283 47 34 4 2 370 F2 355 46 19 6 7 433

F3 47 46 72 18 14 197 F3 67 24 33 14 1 139

F4 4 8 29 14 3 58 F4 3 0 4 7 1 15

F5 1 2 10 12 3 28 F5 0 0 2 11 6 19

sum 842 113 153 48 22 1178 sum 908 94 68 42 17 1129

%FO 60 42 47 29 17 55 %FO 53 49 49 17 35 51

Table 3: Contingency tables of 12 hour accumulated precipitation (6 hours to 18 hour

forecast interval) for the pre-operational runs in June (left) and July (right) 2000. The

%FO number is number (in percent) of correct forecasts for a given observed precipition

class. G45 denotes the operational HIRLAM-G runs (3-hour data assimilation cycle),

ASE the 3D-VAR HIRLAM-G runs (6-hour data assimilation cycle) and ASG the OI

HIRLAM-G runs (6-hour data assimilation cycle).
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8 Conclusions

In this report we have shown that the current version of the HIRLAM 3D-VAR system can

produce analyses which give forecast as least as good as those produced by the HIRLAM

OI system both in delayed mode and in pre-operational mode (with real-time input data).

The improvement of the 3D-VAR runs over the OI runs are small but consistent, which is

su�cient to justify an operational implementation due to the many potentials of the 3D-

VAR system in improving data assimilation, notably in the use of new types of observation

data, which has been di�cult or impossible within an OI framework.

Ensuring the stability of the code is the second important issue before an operational

implementation of HIRLAM 3D-VAR at DMI. As mentioned above the last upgrade of

3D-VAR pre-operational set-up was done in mid-May 2000. Since then there has been no

problem with stability, so it seems that the code is su�ciently stable for an operational

implementation.

A HIRLAM 3D-VAR analysis takes signi�cantly longer computer time compared to

a HIRLAM OI analysis. Our experiences however suggest that the time required for a

3D-VAR analysis is within limits which allow operational deadlines to be met. However,

we may need to improve the e�ciency of the programs in order to save time which become

necessary when more observations and higher resolution models with more grid-points are

introduced.

With the ful�llment of the three main criteria for an operational implementation, i.e.

good results, stable code and su�cient short execution time, we see no major problem

with making the HIRLAM 3D-VAR system operational for the DMI-HIRLAM-G area.

Currently we are in the process of investigating the e�ect of going to a 3-hour data

assimilation cycle instead of the 6-hour data assimilation cycle used in the described

experiments.

In the future we will focus our operational oriented 3D-VAR development work on

investigating the e�ects of going to higher resolutions in order to run 3D-VAR on the

operational high resolution areas. We will also start to work on the use of satellite data

and other new observation types in the 3D-VAR framework.

Based on the results presented in this report and additional parallel runs with OI

and 3D-VAR (not shown) we made the HIRLAM 3D-VAR system part of the operational

upgrade on 26 September 2000 for the HIRLAM-G model. We still use the HIRLAM OI

system on the high resolution model versions.
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1R� ����

3HU +¡HJ DQG 6WLJ 6\QGHUJDDUG� 6WXG\ RI WKH GH�

ULYDWLRQ RI DWPRVSKHULF SURSHUWLHV XVLQJ UDGLR�

RFFXOWDWLRQ WHFKQLTXH

1R� ����

;LDR�'LQJ <X� ;LDQJ�<X +XDQJ DQG /HLI /DXU�

VHQ DQG (ULN 5DVPXVVHQ� $SSOLFDWLRQ RI WKH +,5�

/$0 V\VWHP LQ &KLQD� KHDY\ UDLQ IRUHFDVW H[SHUL�

PHQWV LQ <DQJW]H 5LYHU 5HJLRQ

1R� ����

%HQW +DQVHQ 6DVV� $ QXPHULFDO IRUHFDVWLQJ V\VWHP

IRU WKH SUHGLFWLRQ RI VOLSSHU\ URDGV

1R� ����

3HU +¡HJ� 3URFHHGLQJ RI 856, ,QWHUQDWLRQDO &RQ�

IHUHQFH� :RUNLQJ *URXS $)*� &RSHQKDJHQ� -XQH

����� $WPRVSKHULF UHVHDUFK DQG DSSOLFDWLRQV XVLQJ

REVHUYDWLRQV EDVHG RQ WKH *36�*/21$66 6\VWHP

1RW SXEOLVKHG

1R� ����

-XOLH '� 3LHWU]DN� $ FRPSDULVRQ RI DGYHFWLRQ

VFKHPHV IRU RFHDQ PRGHOOLQJ

1R� ����

3RXO )ULFK �FR�RUGLQDWRU�� +� $OH[DQGHUVVRQ� -�

$VKFURIW� %� 'DKOVWU|P� *�5� 'HPDUpH� $� 'UHEV�

$�)�9� YDQ (QJHOHQ� (�-� )¡UODQG� ,� +DQVVHQ�

%DXHU� 5� +HLQR� 7� -yQVVRQ� .� -RQDVVRQ� /� .HH�

JDQ� 3��� 1RUGOL� 7� 6FKPLWK� 3� 6WHIIHQVHQ� +�

7XRPHQYLUWD� 2�(� 7YHLWR� 1RUWK $WODQWLF &OLPD�

WRORJLFDO 'DWDVHW �1$&' 9HUVLRQ �� � )LQDO UHSRUW

1R� ����

*HRUJ .M UJDDUG $QGUHDVHQ� 'DLO\ UHVSRQVH RI

KLJK�ODWLWXGH FXUUHQW V\VWHPV WR VRODU ZLQG YDULDWL�

RQV� DSSOLFDWLRQ RI UREXVW PXOWLSOH UHJUHVVLRQ� 0HW�

KRGV RQ *RGKDYQ PDJQHWRPHWHU GDWD

1R� ����

-DFRE :RJH 1LHOVHQ� .DUVWHQ %ROGLQJ .ULVWHQ�

VHQ� /RQQ\ +DQVHQ� ([WUHPH VHD OHYHO KLJKV� D

VWDWLVWLFDO WLGH JDXJH GDWD VWXG\

1R� ����

-HQV +HVVHOEMHUJ &KULVWHQVHQ� 2OH %¡VVLQJ &KUL�

VWHQVHQ� 3KLOLSSH /RSH]� (ULN YDQ 0HLMJDDUG� 0L�

FKDHO %RW]HW� 7KH +,5/$0� 5HJLRQDO $WPRVSKH�

ULF &OLPDWH 0RGHO

1R� ����

;LDQJ�<X +XDQJ� +RUL]RQWDO GLIIXVLRQ DQG ILOWH�

ULQJ LQ D PHVRVFDOH QXPHULFDO ZHDWKHU SUHGLFWLRQ

PRGHO

1R� ����

+HQULN 6YHQVPDUN DQG (LJLO )ULLV�&KULVWHQVHQ�

9DULDWLRQ RI FRVPLF UD\ IOX[ DQG JOREDO FORXG FRYH�

UDJH � D PLVVLQJ OLQN LQ VRODU�FOLPDWH UHODWLRQVKLSV

1R� ����

-HQV +DYVNRY 6¡UHQVHQ DQG &KULVWLDQ �GXP

-HQVHQ� $ FRPSXWHU V\VWHP IRU WKH PDQDJHPHQW RI

HSLGHPLRORJLFDO GDWD DQG SUHGLFWLRQ RI ULVN DQG H�

FRQRPLF FRQVHTXHQFHV GXULQJ RXWEUHDNV RI IRRW�

DQG�PRXWK GLVHDVH� &(& $,5 3URJUDPPH� &RQWUDFW

1R� $,5� � &7�������

1R� ����

-HQV +DYVNRY 6¡UHQVHQ� 4XDVL�DXWRPDWLF RI LQSXW

IRU /,1&20 DQG 5,038))� DQG RXWSXW FRQYHUVL�



RQ� &(& $,5 3URJUDPPH� &RQWUDFW 1R� $,5� �

&7�������

1R� ����

5DVKSDO 6� *LOO DQG +DQV +� 9DOHXU�

(YDOXDWLRQ RI WKH UDGDUVDW LPDJHU\ IRU WKH RSHUDWLR�

QDO PDSSLQJ RI VHD LFH DURXQG *UHHQODQG

1R� �����

-HQV +HVVHOEMHUJ &KULVWHQVHQ� %HQQHUW 0DFKHQ�

KDXHU� 5LFKDUG *� -RQHV� &KULVWRSK 6FKlU� 3DROR

0LFKHOH 5XWL� 0DQXHO &DVWUR DQG *XLGR 9LVFRQWL�

9DOLGDWLRQ RI SUHVHQW�GD\ UHJLRQDO FOLPDWH VLPXOD�

WLRQV RYHU (XURSH� /$0 VLPXODWLRQV ZLWK REVHUYHG

ERXQGDU\ FRQGLWLRQV

1R� �����

1LHOV /DUVHQ� %M¡UQ .QXGVHQ� 3DXO (ULNVHQ� ,E

6WHHQ 0LNNHOVHQ� 6LJQH %HFK $QGHUVHQ DQG

7RUEHQ 6WRFNIOHW -¡UJHQVHQ� (XURSHDQ 6WUD�

WRVSKHULF 0RQLWRULQJ 6WDWLRQV LQ WKH $UWLF� $Q

(XURSHDQ FRQWULEXWLRQ WR WKH 1HWZRUN IRU 'HWHFWLRQ

RI 6WUDWRVSKHULF &KDQJH �1'6&�� &(& (QYLURQ�

PHQW 3URJUDPPH &RQWUDFW (9�9�&7��������

'0, FRQWULEXWLRQ WR WKH ILQDO UHSRUW

1R� �����

1LHOV /DUVHQ� (IIHFWV RI KHWHURJHQHRXV FKHPLVWU\

RQ WKH FRPSRVLWLRQ RI WKH VWUDWRVSKHUH� &(& (Q�

YLURQPHQW 3URJUDPPH &RQWUDFW (9�9�&7���

����� '0, FRQWULEXWLRQ WR WKH ILQDO UHSRUW

1R� ����

(� )ULLV &KULVWHQVHQ RJ &� 6N¡WW� &RQWULEXWLRQV

IURP WKH ,QWHUQDWLRQDO 6FLHQFH 7HDP� 7KH �UVWHG

0LVVLRQ � D SUH�ODXQFK FRPSHQGLXP

1R� ����

$OL[ 5DVPXVVHQ� 6LVVL .LLOVKROP� -HQV +DYVNRY

6¡UHQVHQ� ,E 6WHHQ 0LNNHOVHQ� $QDO\VLV RI WUR�

SRVSKHULF R]RQH PHDVXUHPHQWV LQ *UHHQODQG� &RQ�

WUDFW 1R� (9�9�&7������� �'* �� '7((��

'0,¶V FRQWULEXWLRQ WR &(& )LQDO 5HSRUW $UFWLF

7URSKRVSKHULF 2]RQH &KHPLVWU\ $5&72&

1R� ����

3HWHU 7KHMOO� $ VHDUFK IRU HIIHFWV RI H[WHUQDO

HYHQWV RQ WHUUHVWULDO DWPRVSKHULF SUHVVXUH� FRVPLF

UD\V

1R� ����

3HWHU 7KHMOO� $ VHDUFK IRU HIIHFWV RI H[WHUQDO

HYHQWV RQ WHUUHVWULDO DWPRVSKHULF SUHVVXUH� VHFWRU

ERXQGDU\ FURVVLQJV

1R� ����

.QXG /DVVHQ� 7ZHQWLHWK FHQWXU\ UHWUHDW RI VHD�LFH

LQ WKH *UHHQODQG 6HD

1R� ����

1LHOV :RHWPDQ 1LHOVHQ� %MDUQH $PVWUXS� -HVV

8� -¡UJHQVHQ�

+,5/$0 ��� SDUDOOHO WHVWV DW '0,� VHQVLWLYLW\ WR

W\SH RI VFKHPHV IRU WXUEXOHQFH� PRLVW SURFHVVHV DQG

DGYHFWLRQ

1R� ����

3HU +¡HJ� *HRUJ %HUJHWRQ /DUVHQ� +DQV�+HQULN

%HQ]RQ� 6WLJ 6\QGHUJDDUG� 0HWWH 'DKO 0RUWHQ�

VHQ� 7KH *3626 SURMHFW

$OJRULWKP IXQFWLRQDO GHVLJQ DQG DQDO\VLV RI

LRQRVSKHUH� VWUDWRVSKHUH DQG WURSRVSKHUH REVHUYD�

WLRQV

1R� ����

0HWWH 'DKO 0RUWHQVHQ� 3HU +¡HJ�

6DWHOOLWH DWPRVSKHUH SURILOLQJ UHWULHYDO LQ D QRQOL�

QHDU WURSRVSKHUH

3UHYLRXVO\ HQWLWOHG� /LPLWDWLRQV LQGXFHG E\ 0XOWL�

SDWK

1R� ����

0HWWH 'DKO 0RUWHQVHQ� 3HU +¡HJ�

5HVROXWLRQ SURSHUWLHV LQ DWPRVSKHULF SURILOLQJ ZLWK

*36

1R� ����

5�6� *LOO DQG 0� .� 5RVHQJUHQ

(YDOXDWLRQ RI WKH 5DGDUVDW LPDJHU\ IRU WKH RSHUDWL�

RQDO PDSSLQJ RI VHD LFH DURXQG *UHHQODQG LQ ����

1R� ����

5�6� *LOO� +�+� 9DOHXU� 3� 1LHOVHQ DQG .�4�

+DQVHQ�8VLQJ (56 6$5 LPDJHV LQ WKH RSHUDWLRQDO

PDSSLQJ RI VHD LFH LQ WKH *UHHQODQG ZDWHUV� ILQDO

UHSRUW IRU (6$�(65,1¶V� SLORW SURMHNW QR�

33��33��'.� DQG �QG DQQRXQFHPHQW RI RSSRUWX�

QLW\ IRU WKH H[SORLWDWLRQ RI (56 GDWD SURMHNW 1R�

$2���'. ���

1R� ����

3HU +¡HJ HW DO�� *36 $WPRVSKHUH SURILOLQJ PHW�

KRGV DQG HUURU DVVHVVPHQWV

1R� ����

+� 6YHQVPDUN� 1� :RHWPDQQ 1LHOVHQ DQG $�0�

6HPSUHYLYD� /DUJH VFDOH VRIW DQG KDUG WXUEXOHQW

VWDWHV RI WKH DWPRVSKHUH

1R� ����

3KLOLSSH /RSH]� (LJLO .DDV DQG $QQHWWH *XOG�

EHUJ� 7KH IXOO SDUWLFOH�LQ�FHOO DGYHFWLRQ VFKHPH LQ

VSKHULFDO JHRPHWU\

1R� �����

+� 6YHQVPDUN� ,QIOXHQFH RI FRVPLF UD\V RQ HDUWK¶V

FOLPDWH



1R� �����

3HWHU 7KHMOO DQG +HQULN 6YHQVPDUN� 1RWHV RQ

WKH PHWKRG RI QRUPDOL]HG PXOWLYDULDWH UHJUHVVLRQ

1R� �����

.� /DVVHQ� ([WHQW RI VHD LFH LQ WKH *UHHQODQG 6HD

���������� DQ H[WHQVLRQ RI '0, 6FLHQWLILF 5HSRUW

����

1R� �����

1LHOV /DUVHQ� $OEHUWR $GULDQL DQG *XLGR 'L�

'RQIUDQFHVFR� 0LFURSK\VLFDO DQDO\VLV RI SRODU

VWUDWRVSKHULF FORXGV REVHUYHG E\ OLGDU DW 0F0XUGR�

$QWDUFWLFD

1R������

0HWWH 'DKO 0RUWHQVHQ� 7KH EDFN�SURSDJDWLRQ

PHWKRG IRU LQYHUVLRQ RI UDGLR RFFXOWDWLRQ GDWD

1R� �����

;LDQJ�<X +XDQJ� 9DULDWLRQDO DQDO\VLV XVLQJ

VSDWLDO ILOWHUV

1R� ����

+HQULN )HGGHUVHQ� 3URMHFW RQ SUHGLFWLRQ RI FOL�

PDWH YDULDWLRQV RQ VHDVRQHO WR LQWHUDQQXDO WLPH�

VFDOHV �3529267� (8 FRQWUDFW (19$��&7���

����� '0, FRQWULEXWLRQ WR WKH ILQDO UH�

SRUW�6WDWLVWLFDO DQDO\VLV DQG SRVW�SURFHVVLQJ RI

XQFRXSOHG 3529267 VLPXODWLRQV

1R� ����

:LOKHOP 0D\� $ WLPH�VOLFH H[SHULPHQW ZLWK WKH

(&+$0� $�*&0 DW KLJK UHVROXWLRQ� WKH H[SH�

ULPHQWDO GHVLJQ DQG WKH DVVHVVPHQW RI FOLPDWH

FKDQJH DV FRPSDUHG WR D JUHHQKRXVH JDV H[SHUL�

PHQW ZLWK (&+$0��23<& DW ORZ UHVROXWLRQ

1R� ����

1LHOV /DUVHQ HW DO�� (XURSHDQ VWUDWRVSKHULF PR�

QLWRULQJ VWDWLRQV LQ WKH $UWLF ,,� &(& (QYLURQPHQW

DQG &OLPDWH 3URJUDPPH &RQWUDFW (19��&7���

����� '0, &RQWULEXWLRQV WR WKH SURMHFW

1R� ����

$OH[DQGHU %DNODQRY� 3DUDPHWHULVDWLRQ RI WKH

GHSRVLWLRQ SURFHVVHV DQG UDGLRDFWLYH GHFD\� D UH�

YLHZ DQG VRPH SUHOLPLQDU\ UHVXOWV ZLWK WKH

'(50$ PRGHO

1R� ����

0HWWH 'DKO 0RUWHQVHQ�1RQ�OLQHDU KLJK UHVROX�

WLRQ LQYHUVLRQ RI UDGLR RFFXOWDWLRQ GDWD

1R� ����

6WLJ 6\QGHUJDDUG� 5HWULHYDO DQDO\VLV DQG PHWKR�

GRORJLHV LQ DWPRVSKHULF OLPE VRXQGLQJ XVLQJ WKH

*166 UDGLR RFFXOWDWLRQ WHFKQLTXH

1R� ����

-XQ 6KH� -DFRE :RJH 1LHOVHQ�2SHUDWLRQDO ZD�

YH IRUHFDVWV RYHU WKH %DOWLF DQG 1RUWK 6HD

1R� ����

+HQULN )HGGHUVHQ�0RQWKO\ WHPSHUDWXUH IR�

UHFDVWV IRU 'HQPDUN � VWDWLVWLFDO RU G\QDPLFDO"

1R� ����

3� 7KHMOO� .� /DVVHQ� 6RODU IRUFLQJ RI WKH

1RUWKHUQ KHPLVSKHUH DLU WHPSHUDWXUH� QHZ GDWD

1R� �����

7RUEHQ 6WRFNIOHW -¡UJHQVHQ� $NVHO :DOO¡H

+DQVHQ� &RPPHQW RQ ³9DULDWLRQ RI FRVPLF UD\

IOX[ DQG JOREDO FRYHUDJH � D PLVVLQJ OLQN LQ VRODU�

FOLPDWH UHODWLRQVKLSV´ E\ +HQULN 6YHQVPDUN DQG

(LJLO )ULLV�&KULVWHQVHQ

1R� �����

0HWWH 'DKO 0HLQFNH� ,QYHUVLRQ PHWKRGV IRU DW�

PRVSKHULF SURILOLQJ ZLWK *36 RFFXOWDWLRQV

1R� �����

%HQ]RQ� +DQV�+HQULN� 2OVHQ� /DXVW� 6LPXODWL�

RQV RI FXUUHQW GHQVLW\ PHDVXUHPHQWV ZLWK D )DUD�

GD\ &XUUHQW 0HWHU DQG D PDJQHWRPHWHU

1R� �����

+¡HJ� 3�� /HSSHOPHLHU� *�$&(� $WPRVSKHUH

&OLPDWH ([SHULPHQW� SURSRVHUV RI WKH PLVVLRQ

1R� �����

+¡HJ� 3�� )$&(�,7� )LHOG�$OLJQHG &XUUHQW ([SH�

ULPHQW LQ WKH ,RQRVSKHUH DQG 7KHUPRVSKHUH

1R� �����

$OODQ *URVV� 6XUIDFH R]RQH DQG WURSRVSKHULF

FKHPLVWU\ ZLWK DSSOLFDWLRQV WR UHJLRQDO DLU TXDOLW\

PRGHOLQJ� 3K' WKHVLV

1R� �����

+HQULN 9HGHO� &RQYHUVLRQ RI :*6�� JHRPHWULF

KHLJKWV WR 1:3 PRGHO +,5/$0 JHRSRWHQWLDO

KHLJKWV

1R� �����

-pU{PH &KHQHYH]� $GYHFWLRQ H[SHULPHQWV ZLWK

'0,�+LUODP�7UDFHU

1R� �����

1LHOV /DUVHQ� 3RODU VWUDWRVSKHULF FORXGV PLFUR�

SK\VLFDO DQG RSWLFDO PRGHOV

1R� �����

$OL[ 5DVPXVVHQ� ³8QFHUWDLQW\ RI PHWHRURORJLFDO

SDUDPHWHUV IURP '0,�+,5/$0´

�,Q 3UHVV�



1R� �����

$�/� 0RUR]RYD� 6RODU DFWLYLW\ DQG (DUWK¶V ZHD�

WKHU� (IIHFW RI WKH IRUFHG DWPRVSKHULF WUDQVSDUHQ�

F\ FKDQJHV RQ WKH WURSRVSKHUH WHPSHUDWXUH SURILOH

VWXGLHG ZLWK DWPRVSKHULF PRGHOV

1R� �����

1LHOV /DUVHQ� %M¡UQ 0� .QXGVHQ� 0LFKDHO

*DXVV� *LRYDQQL 3LWDUL� (IIHFWV IURP KLJK�VSHHG

FLYLO WUDIILF DLUFUDIW HPLVVLRQV RQ SRODU VWUDWRVSKH�

ULF FORXGV

1R� �����

6¡UHQ $QGHUVHQ� (YDOXDWLRQ RI 660�, VHD LFH DO�

JRULWKPV IRU XVH LQ WKH 6$) RQ RFHDQ DQG VHD LFH�

-XO\ ����

1R� �����

&ODXV 3HWHUVHQ� 1LHOV :RHWPDQQ 1LHOVHQ�

'LDJQRVLV RI YLVLELOLW\ LQ '0,�+,5/$0

�,Q 3UHVV�

1R� �����

(ULN %XFK� $ PRQRJUDSK RQ WKH SK\VLFDO RFHD�

QRJUDSK\ RI WKH *UHHQODQG ZDWHUV

1R� �����

0� 6WHIIHQVHQ� 6WDELOLW\ LQGLFHV DV LQGLFDWRUV

RI OLJKWQLQJ DQG WKXQGHU

1R� �����

%MDUQH $PVWUXS� .ULVWLDQ 6� 0RJHQVHQ�

;LDQJ�<X +XDQJ� 8VH RI *36 REVHUYDWLRQV LQ

DQ RSWLPXP LQWHUSRODWLRQ EDVHG GDWD DVVLPLODWLRQ

V\VWHP

�,Q 3UHVV�

1R� �����

0DGV +YLG 1LHOVHQ� '\QDPLVN EHVNULYHOVH RJ

K\GURJUDILVN NODVVLILNDWLRQ DI GHQ M\VNH N\VWVWU¡P

�,Q 3UHVV�


